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Abstract

Mobile communication has become an essential part of today’s information society. Especially
the demand for ubiquitous mobile Internet access has significantly increased in the past years,
creating a severe challenge for mobile operators to respond to the demand for mobile data
rates, while at the same time strongly reducing cost per bit. This challenge can only be
successfully addressed if the spectral efficiency and fairness of mobile communications are
continuously increased. In today’s cellular systems, both aspects are more and more limited
through the interference between cells, especially in dense urban deployments.

From theory it is known that this inter-cell-interference can be canceled or even exploited
if base stations cooperatively process signals connected to multiple terminals, a concept com-
monly referred to as Coordinated Multi-Point (CoMP). As these schemes promise significant
improvements of spectral efficiency and a more homogeneous throughput distribution, they
are seen as a key technology of future mobile systems. Beside many implementation chal-
lenges, such as the synchronization of the cooperating entities and an accurate estimation of
the involved wireless links, a main issue connected to CoMP is the additional infrastructure
required for data exchange between cooperating base stations, usually referred to as backhaul.

This work provides an information theoretical analysis of the trade-off between capacity
gains and required backhaul achievable with various CoMP concepts, also taking into consid-
eration the major impact of imperfect channel knowledge at base station and terminal side.
A key finding is that the relative benefit of CoMP in fact increases in certain scenarios under
less accurate channel knowledge. Also, major throughput gains are already possible through
flexible user assignment and decoding concepts, without requiring any backhaul. For the cel-
lular uplink, two cooperation strategies are identified that should ideally be used adaptively,
depending on the current interference situation. One can be used for a very backhaul-efficient,
low complexity, decentralized cancelation of weak interference, where the base stations ex-
change decoded data. In the other, centralized, scheme, the base stations exchange received
signals, providing larger gains under stronger interference conditions, but requiring more back-
haul. For the downlink, a flexible scheme of moderate complexity is identified that provides a
good throughput/backhaul trade-off for most channel conditions. Iterative cooperation con-
cepts are shown to be of minor value, despite several publications in this field.

Beside the analysis of small CoMP scenarios, the work also provides a concept for the
backhaul-efficient usage of CoMP in large cellular systems. This concept exploits the fact that
co-located base stations can cooperate without requiring backhaul, while smart clustering and
resource partitioning concepts can provide further gain at minimal backhaul. This yields a
system with strong fairness and capacity gains over a conventional system, while requiring an
additional backhaul infrastructure with a capacity less than twice the system capacity.



Zusammenfassung

Die mobile Kommunikation hat einen enormen Stellenwert in der heutigen Gesellschaft ein-
genommen. Insbesondere die steigende Nachfrage nach allgegenwärtigem, mobilem Internetzu-
gang stellt Netzbetreiber zunehmend vor die Herausforderung, flächendeckend höhere Daten-
raten anzubieten, bei gleichzeitig verringerten Kosten pro Bit. Hierzu muß die spektrale Ef-
fizienz und Fairness von Mobilfunksystemen konsequent verbessert werden, die in heutigen
Systemen primär durch die Interferenz zwischen benachbarten Zellen beschränkt ist.

Aus der Theorie ist bekannt, dass Inter-Zellen-Interference reduziert oder sogar aus-
genutzt werden kann, wenn Basisstationen kooperativ die Signale mehrerer Endgeräte verar-
beiten. Diese so genannten Coordinated Multi-Point (CoMP) Verfahren versprechen erhebliche
Steigerungen und eine homogenere Verteilung von Datenraten und gelten als Schlüsseltech-
nologien des Mobilfunks der Zukunft. Neben diversen Herausforderungen bei der Implemen-
tierung, z.B. der zellübergreifenden Synchronisation und Kanalschätzung, besteht ein Haupt-
problem bei CoMP jedoch darin, dass eine zusätzliche Kommunikationsinfrastruktur zwischen
kooperierenden Basisstationen benötigt wird - so genannter Backhaul.

Die vorliegende Arbeit führt eine informationstheoretische Analyse des Verhältnisses aus
Datenrate und benötigtem Backhaul von verschiedenen Kooperationsstrategien durch, wobei
auch der Einfluss fehlerhafter Kanalkenntnis berücksichtigt wird. Eine wesentliche Beobach-
tung ist, dass der relative Gewinn durch CoMP in bestimmten Szenarien zunimmt, je schlechter
die Kanalkenntnis ist. Ferner können innovative Nutzerzuordnungs- und Dekodierkonzepte
Kapazitätssteigerungen erzielen, ohne dass Backhaul benötigt wird. Für die zellulare Auf-
wärtsstrecke werden zwei Kooperationsverfahren identifiziert, zwischen denen ein System ide-
alerweise je nach Interferenzsituation umschaltet. Das erste, dezentralisierte Verfahren erlaubt
eine Backhaul-effiziente Reduktion von schwacher Interferenz bei geringer Komplexität. Hier-
bei werden zwischen den Basisstationen dekodierte Nutzdaten ausgetauscht. Ein zweites, zen-
tralisiertes Verfahren, basierend auf dem Austausch quantisierter Empfangssignale, ist vorteil-
haft in Szenarien starker Interferenz, benötigt jedoch mehr Backhaul. In der Abwärtsstrecke
wird ein flexibles Verfahren mittlerer Komplexität vorgestellt, das ein gutes Verhältnis aus
Datenraten und benötigtem Backhaul für eine Vielzahl von Kanälen ermöglicht. Auch itera-
tive Kooperationsverfahren werden untersucht, erweisen sich jedoch als wenig attraktiv.

Neben der Betrachtung kleiner CoMP Szenerien stellt die Arbeit ein Gesamtkonzept für
Backhaul-effizientes CoMP in großen zellularen Systemen vor. Dieses nutzt die Tatsache aus,
dass am gleichen Ort befindliche Basisstationen ohne Backhaulbedarf kooperieren können, und
verwendet Gruppierungs- und Ressourcenpartitionierungskonzepte, um weitere Kapazitäts-
gewinne bei geringem Backhaulbedarf zu erzielen. Zudem sind deutliche Fairnessverbesserun-
gen gegenüber herkömmlichen Mobilfunksystemen zu verzeichnen, obwohl auf dem Backhaul
lediglich ein der doppelten Systemkapazität entsprechender Datenaustausch erforderlich ist.
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link, and number of quantization bits per channel coefficient used
for CSI feedback

t Symbol index (typically omitted in this work for brevity)

s[t] Transmitted signals in channel access t

y[t], n[t] Received signals and noise in channel access t

v[t], vUE[t], vBS[t] Noise term in channel access t caused by imperfect CSI in UL and
DL (UE and BS-side), respectively

Sk, Ym, Ȳm Overall signal sequence transmitted by UE k, and overall signal
sequence (over all antennas) received by BS m, before and after
signal processing (only relevant in the uplink)

Nm,a, Nk Noise sequence received at antenna a of BS m (uplink), and received
by user k (downlink)

P = diag(p) Uplink transmit power (or uplink transmit covariance)
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P(F) Uplink transmit power connected to all messages in set F
P̂max = diag(p̂max) Maximum transmit power (per user) in the uplink

P̌max = diag(p̌max) Maximum transmit power (per antenna, if applicable) in the uplink

B̂max, B̌max Total backhaul available in uplink and downlink, respectively

B̂dis, B̂cif, B̂das, B̂net Extent of backhaul infrastructure invested into DIS, CIF and DAS
schemes and network forwarding in the uplink, respectively

C Auxiliary variable used in the downlink, denoting the number of
quantization bits used when providing messages to certain BSs

B̌(C) Backhaul infrastructure required in the downlink for a certain choice
of auxiliary variable C

β Additional backhaul needed as compared to a non-cooperative sys-
tem

β(r,B) Function returning the sum backhaul needed in addition to a non-
cooperative system, given a rate tuple r and backhaul matrix B

Covariances and Quantization Noise
Φss Downlink transmit covariance
Φhh Noise covariance connected to channel estimation errors
Φyy

m , Φ̄yy
m Receive signal covariance at BS m before and after signal processing

Φyy
k,m, Φyy

k,m|m′ Receive signal covariance at BS m connected to UE k, and the same
covariance conditioned on the receive signals at BS m′

Φ̄yy
m|m′ , Φ̄yy

m|m′,M′ Receive signal covariance at BS m after signal proc., conditioned on
the receive signals at BS m′, or conditioned on the receive signals
at BS m′ and signals provided by BSs in M′ to BS m′

Φqq
m→m′ Covariance of quantization noise introduced when forwarding receive

signals from BS m to BS m′

Messages, Sequences and Functions
Nsym Number of symbols transmitted successively in one block
F , X Message (data bits) and sequence (of Nsym symbols, assumed to be

a Gaussian process), respectively

F̂all, F̌all Sets of all messages involved in UL or DL transmission, respectively

F̂all* Set of all uplink messages not decoded by a central network entity

F̂k, F̌k Sets of all messages connected to UE k, in UL or DL, respectively

F̂M′

k Uplink message originating from UE k and decoded individually by
all BSs in M′

F̂M′,m→M′′

k Uplink message originating from UE k, decoded individually by all
BSs in M′, and DIS-forwarded by BS m ∈ M′ to all BSs in M′′

F̂M′,m;M′′

k Uplink message originating from UE k, decoded individually by all
BSs in M′, and CIF-forwarded by BS m ∈ M′ to all BSs in M′′

F [m], F̄ [m] Set of messages decoded by BS m, and set of messages neither de-
coded by BS m nor provided to BS m by any other BS through DIS
or CIF concepts

~F [m],
;

F
[m]

Sets of messages provided to a BS m through the DIS or CIF con-
cept, respectively
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e(·), d(·) Encoding function, mapping a message F to a sequence X = e(F ),
and corresponding decoding function

g(·) Encoding function used for DPC in the downlink
q(·), s(·) Quantization and Slepian-Wolf source coding function, respectively

Terms connected to Uplink-Downlink Duality

Φ̂nn Noise covariance in the dual uplink

P̂ = diag(p̂) Transmit powers in the dual uplink
J1(k), J2(k) Sets of UEs causing interference or CSIT related noise in the DL
J ∗

1 (k), J ∗
2 (k) Sets of UEs causing interference or CSIT related noise in the dual

uplink (dual sets to J1(k), J2(k))

Rates, Capacity Regions and Performance Regions
νF Rate connected to a message F
r = [r1..rK ]T Rates connected to UEs

R̂∞, R̂0, R̂fdm
0 , R̂hk

0 Lower bounds on UL capacity regions for infinite BS coop. (R̂∞), or
no BS cooperation, assuming only one message per UE (R̂0), FDM
(R̂fdm

0 ) or Han-Kobayashi concepts (R̂hk
0 )

Ř∞, Ř0, Řhk
0 Lower bounds on downlink capacity regions for infinite BS cooper-

ation (Ř∞), or no BS cooperation, assuming only one message per
UE (Ř0), or Han-Kobayashi concepts (Řhk

0 )

R̂das,fdm(B̂das, B̂net) Lower bound on the capacity region of DAS-enhanced FDM, using
extents of backhaul B̂das and B̂net

R̂coop(B̂dis, B̂cif,
B̂das, B̂net)

Lower bound on cap. region of DIS/CIF/DAS schemes in UL

Řcoop(B̌
max) Lower bound on cap. region for DAS/UMC/QSC schemes in DL

Ẑdis, Ẑcif, Ẑdasd, Ẑdasc Performance regions connected to various schemes in the uplink,
capturing both achievable rates as also the sum backhaul required
in addition to a non-cooperative system

Ždas, Žts, Žumc, Žqsc Performance regions connected to various schemes in the downlink
Rxy

β Constrained capacity region of scheme xy, given sum-backhaul β

fs(·), fc(·) Functions returning the maximum sum-rate of a capacity region, if
the sum-rate itself or the common rate is maximized, respectively

αk Weight applied to UE k when performing weighted sum-rate maxi-
mization
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Chapter 1

Introduction

1.1 Motivation

Mobile communication has gained significant importance in today’s society. Just recently, the
number of mobile phone users worldwide has surpassed 4 billion [WTI08], while the global
annual mobile revenue is expected to top $1 trillion in 2013 [TM08]. Beside conventional
voice services, novel mobile applications such as location-based services, video conferencing or
mobile gaming [Com09], and the demand for ubiquitous Internet connectivity have triggered
an unprecedented growth of mobile data traffic. But though analysts predict this traffic to
double annually in the next years [For09], mobile data revenues are merely expected to increase
two-fold until 2013 [TM08], creating a severe challenge for mobile operators to respond to the
demand for ubiquitous mobile bandwidth, while significantly reducing cost per bit.

These requirements can only be met if the spectral efficiency of mobile networks, i.e. the
throughput achievable per bandwidth, is strongly increased. The denser, however, a network
operator reuses licensed spectrum, the more the system performance becomes limited through
inter-cell interference [GK00]. The recently finalized standard LTE Release 8 [Sch09,Erg09]
partially addresses this problem by foreseeing multiple antennas at base station and terminal
side [McC07], rendering so-called multiple input - multiple output (MIMO) techniques pos-
sible [FG98,Tel99,Tay04]. These enable spatial multiplexing (e.g. multiple data streams per
communication link), array gain (as multiple antennas can coherently pick up or emit sig-
nal power), and interference mitigation (making use of the spatial signature of interference).
As the number of deployable antennas is limited, e.g. through regulatory issues at the base
station side, or form factor issues at the terminal side, other means are necessary to further
increase spectral efficiency in the presence of inter-cell interference.

Coordinated Multi-Point for Inter-Cell Interference Exploitation

From information theory it is known that inter-cell interference can be seen as an opportunity,
rather than a curse, if base stations cooperatively process signals [SSZ04]. Such techniques are
often referred to as virtual MIMO, network MIMO, or, more recently, Coordinated Multi-Point
(CoMP), and they are seen as a key technology of LTE Advanced [PDF+08,PA09]. Briefly, such
schemes allow interference exploitation in the uplink through the joint detection of multiple
terminals by cooperating base stations, or interference avoidance in the downlink, through
the joint and coherent transmission from multiple base stations to multiple terminals. CoMP
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schemes are also known to provide more fairness, i.e. a more homogeneous distribution of
throughput over the area, an aspect so far insufficiently addressed in LTE Release 8. Whether
CoMP can furthermore improve the energy or cost efficiency of cellular networks is a topic
still under investigation. On one hand, such schemes reduce the transmit power required per
transmitted bit, but increased complexity and other overhead might compensate for these
efficiency gains. A comprehensive literature overview on CoMP is given in Appendix A.

The Backhaul Bottleneck

Beside many challenges, one major issue connected to CoMP is the large network infrastruc-
ture required between cooperating base stations, typically referred to as backhaul. Even in
current systems, the backhaul infrastructure tends to become the system bottleneck [Buc08,
Chu08]. Consequently, the revenues of backhaul solution providers are expected to double in
the next four years [Res09]. Introducing cooperation between base stations can easily lead
to yet another n-fold increase of backhaul infrastructure [MF07b,MF07c] unless smart and
backhaul-efficient cooperation techniques are employed. The focus of this work is hence on

• identifying scenarios in which CoMP is most beneficial, also taking into account the
major impact of imperfect channel knowledge at base station and terminal side.

• analyzing a variety of CoMP concepts w.r.t. the achievable throughput/backhaul trade-
off, and proposing general backhaul-efficient CoMP strategies for cellular systems.

CoMP vs. Soft Handoff

Please note that CoMP is often wrongly equated with soft handoff concepts [VVGZ94,WL97]
used in CDMA systems [Ass93]. Here, a cell-edge terminal is served by two or more base
stations, such that it is instantaneously detected by the best base station in the uplink, yielding
so-called macro diversity. In the downlink, the terminal receives individual transmissions from
all involved base stations and can jointly exploit them through maximum ratio combining
(MRC) [MLG99]. In both cases, multiple resources have to be reserved for this terminal,
leading to an effective loss of spectral efficiency. Furthermore, soft handoff does not aim at
exploiting spatial multiplexing gain or combating inter-cell interference, but is solely targeted
towards improving the performance of handoff processes between cells.

1.2 Contribution of this Work

Information-theoretic Analysis of the Throughput/Backhaul Trade-Off

In this work, the throughput/backhaul trade-off of various CoMP strategies is investigated,
also taking into account the detrimental impact of imperfect channel knowledge. The topic is
observed from an information-theoretic point of view, where existing work has not sufficiently
captured the many degrees of freedom of backhaul-efficient CoMP or provided conclusive
answers yet. The research in this work is initially based on reasonably dimensioned and
detailed CoMP scenarios that are still analytically tractable, while yielding a more meaningful
insight into the topic than the models of other authors. The results are then complemented
with a system-level perspective on backhaul-efficient CoMP, as well as a discussion on practical
issues connected to the considered schemes.
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Major Conceptional and Theoretical Contributions

Besides delivering a comprehensive overview on the issue of backhaul-aware CoMP, this the-
sis also provides new methodology for the characterization of the downlink capacity region
under no, infinite or partial base station cooperation, and under imperfect channel knowledge
at base station and terminal side. A major theoretical contribution is the generalization of
uplink/downlink duality to these aspects [MF09a], as well as the introduction of the concept
of performance regions [MF08e]. The latter enable to capture both the achievable rates of
terminals under certain cooperation schemes, as well as the required backhaul.

1.3 Related Work

To the best of our knowledge, there are only few research groups beside the Vodafone Chair
that have worked on the topic of backhaul-efficient CoMP from an information-theoretic point
of view:

Amichai Sanderovich, Oren Somekh, Osvaldo Simeone, Shlomo Shamai (Shitz),
Benjamin M. Zaidel and Vincent Poor have written a multitude of publications connected
to backhaul-constrained CoMP in uplink and downlink. Their research is mainly based on
simplified cellular scenarios, such as one- or two-dimensional Wyner models [Wyn94], where
intra- and inter-cell signal propagation is characterized through very few parameters. This
facilitates the derivation of analytical expressions, through which for example asymptotic
throughput/backhaul trade-offs for an infinite transmit power, number of cells etc. can be
investigated. The key findings of the stated authors are summarized as follows:

The authors initially investigated uplink CoMP in [SSSK05,SSSP06,SSS09], observing a
two-antenna transmitter and two receiving base stations, which independently quantize and
forward their received signals to a central processing unit in the network. The authors point
out that large gains in the throughput/backhaul trade-off can be obtained if quantization
schemes are used that exploit the signal correlation between different base stations. Observa-
tions were extended to an arbitrary number of base stations with symmetric inter-cell inter-
ference in [SSS07a,SSS+07b,SSS+08a,SSS+08b]. It was shown that the throughput/backhaul
trade-off can be further improved if partial decoding already takes place at the base stations,
hence prior to cooperation. For a slightly modified setup with asymmetric interference links,
the authors have introduced a set of base station cooperation concepts in [SSPS08b,SSPS09b].
These include the possibility that base stations decode the transmission of an assigned termi-
nal and then forward the decoded bits (or any representation thereof) to another base station
for interference cancellation, similar to concepts discussed in [KF07,MF08e,KF08].

Regarding the cellular downlink, the authors have also considered a circular Wyner model
with simplified, asymmetrical interference in [SSPS07, SSS+07b, SSSP08, SSS+08a, SSS+08b,
SSPS08a, SSPS09a]. The authors compare cooperation strategies where each base station
either performs local encoding (possibly with knowledge on the encoding function of a set
of adjacent base stations), where a central network entity performs the encoding for the
transmissions targeted to all terminals and forwards quantized signals to the base stations,
or a combination of both. They conclude that local encoding approaches are only superior
under strongly constrained backhaul and large SINR, and otherwise inferior to centralized
approaches, while mixed strategies are not beneficial at all.
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Aitor del Coso and Sebastian Simoens have worked on distributed compression of
received signals for cooperation in a cellular uplink [dCS08,dS08]. Their model foresees decod-
ing to take place both at a centralized network entity, or by one of the base stations involved.
Basically, their work is a generalization of distributed compression and source coding schemes
introduced in [SSSK05,SSSP06] to scenarios with an arbitrary number of antennas per base
station, which is essential for observing achievable throughput/backhaul trade-offs for MIMO
channels under fast fading realizations. The cited work hence provides a fundamental math-
ematical basis for the models derived in this thesis.

Recently, I-Hsiang Wang and David Tse have started investigating interfering trans-
missions under partial receiver-side cooperation [WT09], but have focused on the observation
of strong interference cases and regimes of asymptotically large signal-to-noise ratio, which is
probably of minor value for the practical usage of CoMP.

Note that some authors consider base station cooperation to take place over the same
wireless resource as the communication between terminals and base stations [HM06,PV09],
which, however, is an entirely different scenario than the one considered in this thesis.

1.4 Structure of this Thesis

The thesis is organized as follows:

In Chapter 2, the transmission models considered for uplink and downlink CoMP are
introduced, and inner bounds on capacity regions for a non-cooperative, partially cooperative
(i.e. backhaul-constrained), or fully cooperative system under imperfect channel knowledge
at the transmitter and receiver side are derived. Furthermore, the before mentioned concept
of performance regions is introduced.

In Chapter 3, the general models stated before are used for the observation of small
cooperation scenarios that are still analytically and numerically tractable, while yielding a
valuable insight into the degrees of freedom of CoMP. General gains expectable through CoMP
in uplink and downlink are observed, and the throughput/backhaul trade-off achievable with
the introduced cooperation concepts is evaluated for various scenarios.

Observations are extended to large cellular systems in Chapter 4, where clustering and
resource partitioning concepts are introduced in order to break down such systems into the
cooperation scenarios treated before. It is shown that the typical structure of cellular systems
allows large portions of CoMP gains to be obtained at a reasonable investment into backhaul.

After a comprehensive discussion on the implications of the models and key findings of
this work on practical cellular systems in Chapter 5, the work is concluded in Chapter 6.
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1.5 Notation

The following notation is used throughout the work:

• Capital, italic letters (e.g. X, Y ) refer to sequences of transmitted or received symbols.

• Capital, bold letters (e.g. He, C) denote matrices (superscripts distinguish different
matrices), where single column vectors are denoted through the corresponding lower-
case letter and the column index, e.g. he

k, ck. A single element in the ith row and jth
column of the matrix is addressed as he

i,j , ci,j , respectively. A notation such as he
m,k

or Φnn
m can refer to a sub-part of a matrix, which will be explained explicitly where

necessary. Operator vec(·) stacks all columns of a matrix into one long column vector.

• A � 0 denotes positive semidefiniteness, A � B states that A−B is positive semidefi-
nite, and A > B denotes element-wise inequality.

• Calligraphic letters (e.g. M,F) refer to sets, ∅ refers to the empty set, and e.g. |M|
denotes the size, or cardinality, of a set.

• The sets of real, complex and integer numbers are denoted as R, C, and N, respectively.

• Operator ∆(·) is used on symmetric matrices and sets all off-diagonal values to zero,
while operator M = diag(m), m = diag(M) returns a symmetric matrix M with
diagonal elements taken from vector m, or extracts the diagonal m from a given matrix
M, depending on the operand, as known from MATLAB.

• Operators H(·) and h(·) denote entropy and differential entropy, respectively, and
I(X; Y ) denotes the mutual information between X and Y .

• Expressions (·)T and (·)H denote matrix and Hermitian transpose, respectively.

• Various variables are used with an accent (i.e. X̂, X̌) to indicate their connection to the
uplink or downlink, respectively.

• The operator
⋃

denotes a convex hull operation, and Exy{·} denotes the expectation
value of the term in parentheses over many realizations of xy.

• I denotes the identity matrix, and 0[i×j], 1[i×j] denote matrices of size i× j, filled with
zeros or ones, respectively.

• The notation x ∼ NC(m,Φ) states that x is a vector of complex Gaussian random
variables with mean E{x} = m and covariance E{xxH} = Φ.

• tr{A} and |A| denote matrix trace and determinant, respectively.
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Chapter 2

Information-Theoretic Basics

In this chapter, the information theoretical concepts are introduced which form the basis of all
further analysis in this thesis. A novel framework is described, which allows to determine inner
bounds on the capacity regions for uplink and downlink CoMP with no, backhaul-constrained
or infinite base station cooperation, while incorporating the impact of imperfect channel knowl-
edge at both base station and terminal side. A key aspect is that the downlink model captures
various degrees of freedom of base station cooperation in arbitrarily large setups, while being
able to exploit uplink/downlink duality for rate region computation at reasonable complexity.
Further, the novel concepts of performance regions and backhaul-constrained capacity regions
are introduced, which capture the trade-off between achievable rates and required backhaul.

The chapter is structured as follows. We first clarify some essential wording used in this
thesis, and explain general concepts connected to all considered transmission schemes in
Section 2.1. We then introduce our uplink and downlink models in Sections 2.2 and 2.3,
respectively. Both sections are structured in the same way that we first state the transmission
model, then model the impact of imperfect channel knowledge, after which rate regions are
derived first for the extreme cases of infinite or no cooperation, and then for various backhaul-
limited base station cooperation schemes. The concepts of performance regions and backhaul-
constrained rate regions are then introduced in Section 2.4.

2.1 General Concepts

Nomenclature

In this work, the terms CoMP or base station cooperation refer to schemes where base sta-
tions exchange received signals or information connected to the data bits of certain terminals
for the purpose of interference mitigation. Schemes that merely make use of coordination
between base stations, e.g. joint scheduling or interference-aware precoding, are considered
non-cooperative, which might deviate from the nomenclature in other work. For these reasons,
schemes denoted as non-cooperative may already be superior to those used in current mobile
communication systems. Schemes denoted as cooperative are generally based on multi-cell
joint signal processing and require an additional exchange of signals between base stations
as compared to a non-cooperative system. In this respect, backhaul infrastructure refers to
the overall connectivity of base stations and the network, while any backhaul quantity always
refers to the backhaul capacity required in addition to that of a non-cooperative system.
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Messages and Sequences

A message is a set of discrete information (i.e. a block of data bits) that is supposed to
be conveyed from base station (BS) side to terminal (UE) side, or vice versa. Messages are
generally denoted as F̂yz or F̌yz, where yz can be any arbitrary subscript. Throughout this
work, the accent helps to distinguish between variables used in the uplink or downlink, re-
spectively. The transmitter side employs an encoding function e(·) to map messages onto
sequences of Nsym ∈ N

+ transmit symbols, which are then denoted as X̂yz or X̌yz. Each
sequence Xyz = (x

[1]
yz , x

[2]
yz , .., x

[Nsym]
yz ) is assumed to be a complex Gaussian random process, where

each symbol is drawn randomly and independently from a Gaussian distribution with zero
mean and unit variance1, i.e. Et{x[t]

yz(x
[t]
yz)H} = 1. Nsym is assumed large, such that all random

processes are ergodic and fully characterized through their mean and variance. Typically, the
transmitter side will perform precoding on a set of sequences, or compute a superposition of
these, before they are transmitted symbol-wise over the channel in Nsym successive channel
accesses. After various kinds of signal processing, the receiver side will finally map sequences
onto estimates of the transmitted messages, using a decoding function d(·).

Setup and Wireless Channel

In both uplink and downlink, we denote the number of BSs as M , and the number of UEs
as K. We assume that each BS employs Nbs antennas, and each UE employs Nmt antennas,
such that the overall number of antennas at BS and UE side is given as NBS = M · Nbs and
NMT = K · Nmt, respectively. We further introduce M = {1, 2, .., M} and K = {1, 2, .., K}
as sets containing all BSs and UEs, respectively. We generally assume that all BSs and UEs
are perfectly synchronized in time and frequency, and that transmission takes place over a
frequency-flat channel, such that it is free of inter-symbol interference. This could e.g. be
realized by transmitting symbols in one or multiple sub-carriers of an orthogonal division
multiplex (OFDM) system.

2.2 Uplink

2.2.1 Transmission Model

We consider an uplink transmission from K UEs to M BSs, as depicted in Figure 2.1, where
each UE has Nmt = 1 transmit antenna, as this is the configuration in the recently finalized
mobile communications standard LTE Release 8 [McC07]. The BSs, however, can be equipped
with any arbitrary number Nbs of receive antennas each. Each UE k ∈ K has a set F̂k of
messages it intends to transmit over the channel. It maps these onto a set X̂k of sequences,
using the encoding function e(·) introduced in Section 2.1 separately for each message. We
capture all messages transmitted by all UEs in a set F̂all = F̂1 ∪ F̂2 ∪ · · · ∪ F̂K , and all
sequences consequently in a set X̂all = X̂1 ∪ X̂2 ∪ · · · ∪ X̂K . The overall transmission from all
UEs to the BSs in one single channel access 1 ≤ t ≤ Nsym can be stated as

y[t] = Hs[t] + n[t], (2.1)

1Note that using Gaussian signals is not necessary optimal, especially under imperfect channel knowledge
considered later [Med00,LS02], but this strongly simplifies information-theoretic derivations.
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UE 1 UE 2 · · · UE K

⊗ ⊗ ⊗h1 h2 hK

⊕ ⊕ ⊕ ⊕ ⊕ ⊕
· · · · · · · · ·

n1,1 n1,Nbs
n2,1 n2,Nbs

nM,1 nM,Nbs

B BBase station 1 B BBase station 2 B BBase station M· · ·

Network

s1 s2 sK

y1,1 y1,Nbs
y2,1 y2,Nbs

yM,1 yM,Nbs

Backhaul infrastructure

Channel

Figure 2.1: Model of the uplink transmission considered in this work.

where y[t] = [y
[t]
1,1..y

[t]
1,Nbs

, y
[t]
2,1..y

[t]
2,Nbs

, · · · , y
[t]
M,1..y

[t]
M,Nbs

]T ∈ C
[NBS×1] are the signals received at the

BSs, and H = [h1h2 · · ·hK ] ∈ C
[NBS×K] is the channel matrix, where each column hk is connected

to UE k. The channel is modeled as a random variable where each element is taken from an
independent, zero-mean Gaussian distribution hi,j ∼ NC

(
0, E

{
|hi,j |2

})
, known as Rayleigh

fading [Rap96]. Besides considering a fading process at this point, we assume the channel to
remain constant throughout a block of Nsym channel accesses, typically referred to as a block
fading model [MH99]. In this thesis, we usually observe the properties of a transmission under
a fixed channel matrix H, but the channel’s statistical properties are needed for derivations
in later sections. s[t] ∈ C

[K×1] are the symbols transmitted from the UEs, which are given as

∀ k ∈ K : s
[t]
k =

∑

∀ F∈F̂k

√
ρF [e(F )][t] , (2.2)

where ρF ∈ R
+
0 is the transmit power assigned to message F . We use P = {ρF : F ∈ F̂all} to

denote the set of all transmit powers of all messages, i.e. the overall uplink power allocation.
According to (2.2), each UE k transmits a superposition of sequences in set X̂k, each weighted
with a different transmit power. n[t] = [n

[t]
1,1..n

[t]
1,Nbs

, n
[t]
2,1..n

[t]
2,Nbs

, · · · , n
[t]
M,1..n

[t]
M,Nbs

]T ∈ C
[NBS×1] is ad-

ditive noise at the receiver side, which we assume to consist of uncorrelated, zero-mean Gaus-
sian random processes with diagonal covariance matrix Et{n[t](n[t])H} = σ2I. We state the

covariance of the transmitted signals as Et{s[t](s[t])H} = P = diag(p) with p ∈ R
+[K×1]
0 ,

where each element pk corresponds to the overall transmit power (over all transmitted se-
quences) of UE k, and assume that the transmit powers are subject to the power constraint
P � P̂max. Hence, each UE has an individual power constraint defined by the entries of the
diagonal matrix P̂max = diag(p̂max) with p̂max ∈ R

+[K×1]
0 . Later, we will need the transmit
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covariance connected to only a subset of messages F ⊆ F̂all, which we denote as P(F), where
the diagonal elements are given as

[P(F)]k,k =
∑

∀ F∈{F̂k∩F}
ρF . (2.3)

In later sections, we will also use the expressions ∀ k ∈ K : Sk =
∑

F∈F̂k
ρF · e(F ) as the

superposition of all sequences transmitted by UE k, ∀ m ∈ M : Ym as the sequence of all
symbols received at all antennas of BS m, and ∀ m ∈ M, 1 ≤ a ≤ Nbs : Nm,a as the noise
sequence received by BS m at antenna a. As indicated in Figure 2.1, the BSs are assumed to
be connected through a mesh of error-free backhaul links of finite capacity B̂max ∈ R

[M+1×M ]
0 .

Here, each entry ∀ i, j ∈ M : b̂max
i,j denotes the one-directional backhaul link capacity from

BS j to BS i, and ∀ j ∈ K : b̂max
M+1,j denotes a backhaul link from BS j to the network. In the

remainder of this work, we will omit the symbol index t for notational brevity.

2.2.2 Modeling of Imperfect Channel Knowledge

We now want to incorporate the impact of imperfect channel state information (CSI) into
our transmission model. Clearly, as each UE k is equipped with only one antenna, it can
simply map the symbols sk directly to this one antenna, and the performance is independent
of whether the UE has channel knowledge or not2. In this section, we will thus focus on the
(significant) impact of imperfect CSI at the base station or receiver side, abbreviated as CSIR.
For this, let us assume that all BSs have knowledge of the same overall channel estimate

Ĥ = H + Ê, (2.4)

with Ĥ ∈ C
[NBS×K], and where the channel estimation error Ê ∈ C

[NBS×K] is modeled as a
matrix of i.i.d. Gaussian random variables with covariance

E
{

vec(Ê)vec(Ê)H
}

=
σ2

pilots

Np · ppilots
· I = σ2

E · I. (2.5)

Same as the channel matrix H, the estimated channel Ĥ and its estimation error Ê are
assumed to be constant over one transmission block. Equation (2.5) is based on the Kramer-
Rao lower bound [Kay93], yielding the absolute estimation error variance, given that an
optimal channel estimation has been performed based on the transmission of Np pilots of
power ppilots each, and has been subject to Gaussian noise with variance σ2

pilots. Note that
the latter noise variance can differ from the noise variance σ2 experienced by the actual data
transmission in (2.1) if multi-sector (quasi-)orthogonal pilot sequences are employed, as in
LTE Release 8 [McC07]. For the remainder of this work, we will assume unit-power pilots
(ppilots = 1), and choose an effective number of pilots Np = 2 that is motivated through
the observation of a specific channel estimation scheme in a frequency-selective orthogonal
frequency division multiple access (OFDMA) system in Appendix E. Hence, we can draw

2The notion of capacity regions, however, which we will introduce later, implies that the transmitters
operate at specific rates and employ specific transmit powers. This means that the receiver side has to inform
the transmitters about which rates and power levels to use, which can be seen as a minimal extent of channel
information made available to the transmitters.
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conclusions from a simple transmission model based on a flat channel, while choosing Np

such that it represents a complex, practical system. We can now rewrite (2.1) with (2.4) as

y =
(

Ĥ − E
)

s + n, (2.6)

which we can interpret as a transmission over a channel Ĥ subject to noise −Es + n. As
the terms Ĥ and E, however, are correlated due to the definition in (2.4), we ideally want
to reformulate (2.6) such that we have a transmission over an effective channel subject to
additional and uncorrelated channel estimation noise. This is done in the following theorem:

Theorem 2.2.1 (Modified uplink transmission equation under imperfect CSIR). An inner
bound for the capacity region of the uplink transmission in (2.1) under imperfect receiver-side
channel knowledge (and for any arbitrary BS cooperation scheme observed later) can be found
by observing the capacity region connected to the transmission

y = Hes + v + n, (2.7)

which involves a power-reduced effective channel He ∈ C
[NBS×K] with elements

∀ i, j : he
i,j =

hi,j
√

1 + σ2
E

/

E
{

|hi,j |2
} (2.8)

and is subject to an additional Gaussian noise term v ∈ C
[NBS×1] with diagonal covariance

E
{
vvH

}
= Φhh = ∆

(

ĒeP
(

F̂all

) (
Ēe
)H
)

, where ∀ i, j : ēe
i,j =

√
√
√
√
√

E
{

|hi,j |2
}

· σ2
E

E
{

|hi,j |2
}

+ σ2
E

.

(2.9)

Proof. Briefly, the theorem is based on the fact that (2.7) overestimates the detrimental
impact of imperfect CSIR by assuming v to be a Gaussian random variable with a different
realization in each channel use. Note that 2.8 denotes an instantaneous effective channel
which is interesting for later observing the capacity connected to an instantaneous channel
realization. The proof is stated in Appendix B.1.

Note that the model in general implies that the extent of channel estimation error, hence
σ2

E , as well as the average power of all links E{|hi,j |2}, are known to the receiver side.

2.2.3 Capacity Region Under Infinite BS Cooperation

If we assume that an infinite backhaul infrastructure enables full cooperation between all BSs,
we can regard the transmission from (2.1) as a transmission from K UEs to one virtual super
receiver with NBS receive antennas, as depicted in Figure 2.2. This corresponds to a multiple
access channel (MAC), which was originally introduced by [Ahl71], and where a simple single-
letter expression describes the capacity region [Ahl71,Lia72]. The latter contains all tuples of
rates at which the K UEs can transmit, such that the virtual receiver can decode all UEs
with a probability of error that decreases exponentially in the block length Nsym [CT06].
It is easy to see that all points on the boundary of the capacity region can be achieved
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by successive interference cancellation (SIC), i.e. the successive decoding and subtraction of
the signals from the UEs, in combination with time-sharing, i.e. a weighted combination of
different transmission and decoding strategies over time [CT06]. This means that in theory,
i.e. under large Nsym, optimal codes, optimal rate adaptation to the channel, capacity can be
achieved with a simple linear post-processing at the BS side prior to the application of SIC.
Recent work has been on the computation of the capacity region for a large number of UEs
with multiple antennas per UE, which is in principle a convex optimization problem, but can
be computationally complex [VBW98,VTA01,YRBC04].

UE 1 UE 2 · · · UE K

⊗ ⊗ ⊗h1 h2 hK

⊕ ⊕ ⊕ ⊕ ⊕ ⊕
· · · · · · · · ·

n1,1 n1,Nbs
n2,1 n2,Nbs

nM,1 nM,Nbs

B B B B B BVirtual super receiver

Network

s1 s2 sK

y1,1 y1,Nbs
y2,1 y2,Nbs

yM,1 yM,Nbs

Channel

Figure 2.2: Model of the uplink transmission assuming infinite BS cooperation.

In [MF09b], the capacity region for the modified transmission equation in (2.7) has been
derived, incorporating the impact of imperfect channel knowledge. In the context of a MAC,
there is no benefit of letting UEs transmit superimposed messages [CT06], hence one sole
message per UE is sufficient. We therefore constrain the employed messages to

∀ k ∈ K : F̂k :=
{

F̂k

}

, F̂all :=
{

F̂1, F̂2, · · · , F̂K

}

and P :=
{

ρF̂1
, ρF̂2

, · · · , ρF̂K

}

(2.10)

and state the following theorem:

Theorem 2.2.2 (Uplink capacity region under infinite BS cooperation). An inner bound for
the capacity region of the uplink transmission in (2.1) assuming infinite BS coop. is given as

R̂∞ =
⋃

P : P(F̂all) � P̂max

R̂∞(P) (2.11)

where
⋃

denotes a convex hull operation. Expression R̂∞(P) denotes an inner bound on the
achievable rate region for a given power allocation P, for which all rate tuples r ∈ R̂∞(P)
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fulfill ∀ k ∈ K : 0 ≤ rk ≤ νF̂k
and ∀ F ⊆ F̂all:

∑

F∈F

νF ≤ log2

∣
∣
∣
∣
I +

(

σ2I + ∆
(

ĒeP
(

F̂all

) (
Ēe
)H
))−1

HeP (F) (He)H

∣
∣
∣
∣
, (2.12)

where νF is the rate connected to message F .

Proof. The proof is based on the modified transmission equation from (2.7) and given in
Appendix D.1.

Equation (2.12) basically states that the sum rate of any subset of UEs is limited by the
sum capacity of the channel, assuming that all other UEs have already been decoded and
their signals subtracted from the system. In the case of perfect channel knowledge at the BS
side, their signals can be removed completely after decoding, whereas under imperfect CSIR,
a certain extent of noise covariance ∆(ĒeP(F̂all)(Ē

e)H) remains. Clearly, this noise term has
a detrimental impact on the transmission in general, regardless of which signal processing
strategy will be employed later. If the sum rate is to be maximized and all links have unit
power on average (∀ i, j : E{|hi,j |2} = 1), (2.12) simplifies to

K∑

k=1

rk ≤ log2

∣
∣
∣
∣
I +

(

σ2 + σ2
E′tr

{

P
(

F̂all

)})−1
HeP

(

F̂all

)

(He)H

∣
∣
∣
∣
, (2.13)

with σ2
E′ = σ2

E/(1 + σ2
E), which corresponds to the expression derived for classical MIMO

transmission under imperfect channel estimation in [YG06]3. We can see from (2.12) and
(2.13) that the impact of channel estimation error grows with increasing transmit power,
and hence the resulting capacity region differs from that of the MAC under perfect channel
knowledge. More precisely, increasing one UE’s transmit power will in most cases lead to a
degradation of the rates of all other UEs, as this will increase the extent of signal power con-
nected to channel estimation error that has to be accepted as background noise. This will be
illustrated for an example channel in Section 2.2.5. As the transmission in (2.7) overestimates
the impact of channel estimation error, the capacity region in Theorem 2.2.2 is an inner bound
on the capacity region of our original uplink transmission in (2.1) under imperfect CSIR.

Capacity Region Computation

Under perfect CSIR, capacity region computation is easily possible by observing the sum-rate
of any subset of UEs, knowing that capacity is achieved if all UEs transmit at maximum
power. As this is not the case under imperfect CSIR, we generally compute such rate regions
through a brute-force search over all possible power allocations P at reasonable granularity.

2.2.4 Capacity Region without BS Cooperation

In the case where no cooperation is possible between BSs, our scenario is similar to a Gaus-
sian interference channel (IC), which was originally introduced by [Ahl74] and has since
been widely investigated. The classical IC is defined as an arbitrary number of independent
transmitter-receiver pairs that communicate on the same time/frequency resource, such that

3Note that the cited authors base their capacity expression on an instantaneous channel estimate, whereas
we use an effective channel. This is discussed in Appendix B.1.
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the transmissions are subject to mutual interference. Unfortunately, the capacity region of
the Gaussian IC is only known for certain interference conditions, for example the case of
very strong interference, where the interference links are much stronger than the actual com-
munication links between the transmitters and their dedicated receivers. In this case, the
achievable rates of the UEs are the same as if there were no interference between the commu-
nication links at all [Car75]. On the other hand, it has been shown in [SKC07] that the best
(capacity achieving) strategy is to treat all interference as noise, if the interference links are
weaker than a certain threshold. In the intermediate regime of moderate interference, the best
known transmission strategy is the Han-Kobayashi (HK) scheme [HK81], being an extension
of previous work by [Car78]. Here, each UE splits its transmit power into the transmission of a
private message, which is decoded only at the dedicated BS, and (in the usually observed case
of M = K = 2) a common message, which is decoded by both BSs individually. The benefit
is that both BSs can decode a portion of the other UE’s transmission and thus reduce the
effective level of interference. As the optimality of the Han-Kobayashi scheme could not yet be
proved (i.e. it can only be considered as an inner capacity bound), various authors have sug-
gested outer bounds on the capacity region of the interference channel [Sat78,Car83,Kra04],
typically based on the assumption of Genie information made available to the receivers. As
the computation of the optimal power allocation for the Han-Kobayashi scheme is complex,
a simplified, yet equivalent framework has been introduced by [CMGE06], and a further sim-
plified, suboptimal scheme has been proposed by [ETW08], proved to be within one bit of
sum capacity. Recent work has been on the IC with multiple antennas per receiver [WT08],
with partial cooperation between receivers [WT09, PV09], or observing the topic from the
point of view of interference alignment [MAMK08]. Note that our scenario differs from the
classical IC in the way that it does not matter at which BS parts of the UE’s transmissions are
decoded, hence in the regime of strong or very strong interference (according to the definition
in [ETW08]), we have the extra degree of freedom of letting one BS decode multiple UEs, or
simply swap the assignment of BSs to UEs.

To determine the capacity region without BS cooperation, we generalize the Han-Kobayashi
scheme to any arbitrary number of UEs and BSs, and incorporate the possibility of arbitrary
BS-UE assignments. For this, we define the set of messages transmitted by UE k ∈ K as

F̂k :=
{

F̂M′

k : M′ ⊆ M
}

, (2.14)

where F̂M′

k denotes the message originating from UE k and decoded individually by all BSs in
set M′. Note that the sets stated through (2.14) capture any decoding of a UE transmission
by any possible subset of BSs, allowing us to model arbitrary configurations of the Han-
Kobayashi scheme in conjunction with arbitrary BS-UE assignments. The challenge is to find
the optimal power allocation strategy P for all messages. Let us define for each BS m ∈ M :

F [m] :=
{

FM′

j ∈ F̂all : m ∈ M′
}

(2.15)

F̄ [m] :=
{

FM′

j ∈ F̂all : m /∈ M′
}

(2.16)

as the sets of messages decoded or not decoded by this BS, respectively. We can now state an
inner bound on the capacity region as follows:
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Theorem 2.2.3 (Uplink capacity region without BS cooperation). An inner bound of the
capacity region of the uplink transmission in (2.1) without BS cooperation is given as

R̂hk
0 =

⋃

P : P(F̂all) � P̂max

R̂hk
0 (P) , (2.17)

where R̂hk
0 (P) is an inner bound on the achievable rate region for a given power allocation P,

for which all rate tuples r ∈ R̂hk
0 (P) fulfill ∀ k ∈ K : 0 ≤ rk ≤∑F∈F̂k

νF and ∀ m ∈ M :

∀ F ′ ⊆ F [m] :
∑

F∈F ′

νF ≤ log2

∣
∣
∣I +

(
Φii

m

)−1
He

mP
(
F ′
)
(He

m)H
∣
∣
∣

with Φii
m = σ2I + ∆

(

Ēe
mP

(

F̂all

) (
Ēe

m

)H
)

︸ ︷︷ ︸

Channel estimation impact

+He
mP

(

F̄ [m]
)

(He
m)H

︸ ︷︷ ︸

Interference

, (2.18)

where νF is again the rate connected to message F , He
m is the effective channel connected to

BS m, and Ēe
m is the part of matrix Ēe from (2.9) connected to BS m.

Proof. The theorem is a straightforward extension of the work in [HK81] to the transmission
in (2.7) with an arbitrary number of communication paths and employed messages.

Unfortunately, it is tedious to determine the capacity region R̂hk
0 for any setup with more

than 2 BSs and 2 UEs. From a practical point of view, any scheme that requires the UE to
perform superposition coding would introduce a significant increase in complexity to both the
UE and BS side. Furthermore, it is known from [Kra04] that gains over a transmission where
each UE invests its transmit power into a single message only exist in certain, limited regimes
of interference and scenarios of reasonably high signal-to-noise ratio (SNR). Hence, we will
also observe non-cooperative capacity regions where the set of messages is constrained to

F̂all :=
{
Fm1

1 , Fm2
2 , · · · , FmK

K

}
, (2.19)

where m ∈ {1..M}[K×1] denotes the single BS where each UE is decoded at. A lower bound
on the corresponding capacity region, denoted as R̂0, can then again be derived from (2.17).

Frequency Division Multiplex

As the capacity regions R̂0 and R̂hk
0 are based on a convex hull operation, they inherently

incorporate time-sharing, hence the option of using a weighted mixture of different trans-
mission and decoding strategies, assuming that the power constraint P � P̂max is fulfilled
instantaneously for each employed strategy. This is often referred to as naive time division
multiplex (TDM). Alternatively, we could assume that P̂max refers to the average transmit
power of each UE. In this case, it would be possible for a UE to e.g. transmit only 50% of the
time, but then use twice the allowed instantaneous transmit power, consequently referred to
as non-naive TDM. As the latter also corresponds to the case where UEs focus their transmit
power on only a portion of the system bandwidth, it is often also called frequency division
multiplex (FDM). The original proposal of the Han-Kobayashi scheme in [HK81] also consid-
ers FDM, but this makes the capacity region computation even more complex. In addition to
the capacity region given through Theorem 2.2.3, we hence only observe the capacity region of
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pure FDM schemes, where all UEs invest their transmit power into strictly orthogonal parts
of the spectrum. As orthogonal transmission is free of interference, the best strategy is to let
each UE k transmit at maximum transmit power p̂max

k . We introduce the spectrum allocation
parameter Λ = diag(λ1, λ2, .., λK) with Λ � 0 and tr{Λ} = 1, and can state the transmission
of each UE k ∈ K separately as

y[k,t] = he
k

√

p̂max
k

λk
s
[t]
k +v[k,t] +n[k,t] with Et

{

v[k,t](v[k,t])H
}

=
p̂max

k

λk
∆
(

ēe
k (ēe

k)
H
)

, (2.20)

where ∀ k ∈ K : y[k,t] ∈ C
[NBS×1] is the signal received at all BSs and connected to the

resources of UE k, and he
k is the effective, power reduced channel connected to UE k from

Theorem 2.2.1. Further, ∀ k ∈ K : Et{n[k,t](n[k,t])H} = σ2I. The capacity region is then
inner-bounded as follows:

Theorem 2.2.4 (Uplink capacity region without BS cooperation, employing FDM). The
capacity region of the uplink transmission from (2.20) without BS cooperation and based on
FDM can be inner-bounded as

R̂fdm
0 =

⋃

Λ: Λ�0 ∧ tr{Λ}=1

R̂fdm
0 (Λ), (2.21)

where R̂fdm
0 (Λ) is the achievable rate region for a given spectrum allocation Λ, where all rate

tuples r ∈ R̂fdm
0 (Λ) fulfill ∀ k ∈ K :

0 ≤ rk ≤ λk · max
m∈M

log2

∣
∣
∣
∣
∣
I +

(

σ2I +
p̂max

k

λk
∆
(

ēe
m,k

(
ēe

m,k

)H
))−1 p̂max

k

λk
he

m,k

(
he

m,k

)H

∣
∣
∣
∣
∣
. (2.22)

Proof. The proof is given through a straightforward application of Theorem 2.2.2 to the
transmission in (2.20).

In (2.22), the max statement assures that each UE is decoded at the best possible BS
according to the channel realization.

Capacity Region Computation

The computation of R̂hk
0 is tedious even for small numbers of communicating entities M and

K. For a given overall power allocation P, (2.18) states a linear optimization problem with
a large number of linear constraints, which is convex and can be solved efficiently [BV04].
For the special case of M = K = 2, a closed-form expression of the rate region for a given
power allocation was stated in [HK81]. However, the rate optimization over all possible P is
non-convex in the single power parameters, and we hence use an exhaustive search.

The computation of the FDM-based capacity region R̂fdm
0 can be performed via a weighted

sum-rate maximization with varying weights, which for a given set of weights is convex in the
spectrum allocation parameter Λ and hence solvable with standard techniques [BV04]. This
can be seen as tracing the capacity region with a tangent plane at different angles. At the
same complexity, however, it is also possible to perform a brute force search over Λ.
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Figure 2.3: Uplink capacity region under no or infinite BS cooperation.

Capacity Region Illustration

The capacity regions R̂∞, R̂0, R̂hk
0 and R̂fdm

0 , corresponding to infinite or no BS cooperation,
are illustrated in Figure 2.3 for an example channel with M = K = 2 and Nbs = 1. The
channel matrix is set to H = [1,

√
0.25;

√
0.5, 1], P̂max = I and σ2 = 0.1, hence we have a

SISO SNR on the main (unit gain) links of 10 dB. The capacity regions are plotted for perfect
(Np = ∞) and imperfect (Np = 2) receiver-side channel knowledge, where the latter choice,
as mentioned before, is based on a detailed analysis of the channel estimation performance
in an LTE Release 8 system [McC07] under urban channel conditions in Appendix E. In
the case of infinite BS cooperation and perfect channel knowledge, the capacity region has
the well-known pentagon shape [CT06], and is fully characterized through the cases where
both UEs transmit at maximum power and SIC is employed. Under imperfect CSIR, we can
see a significant drop in performance, and also the fact that reducing one UE’s transmit
power can increase the rate of the other UE. In the case of no cooperation, common message
concepts, i.e. Han-Kobayashi schemes, are slightly beneficial under perfect CSIR, but the gain
diminishes under imperfect CSIR. This is intuitive, as in the latter case, the noise connected to
channel estimation increases the overall noise level, such that partial decoding of interference
becomes less beneficial. For this particular channel, FDM is attractive if no BS cooperation is
possible, but we will see later that FDM schemes become strongly inferior to other schemes
if a moderate extent of backhaul is available.

2.2.5 Basic Base Station Cooperation Schemes

We now consider the case where a finite extent of backhaul infrastructure B̂max is available
that allows a limited cooperation between BSs. In principle, two kinds of information exchange
over the backhaul are thinkable: BSs can decode and forward received signals such that other
BSs can subtract known interference, or they can compress and forward received signals such
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Figure 2.4: Admissible rate region of Slepian-Wolf source coding [SW73].

that improved decoding takes place at a remote BS. As our wording suggests, both strategies
are similar to well-known concepts from relaying [CG79], but are used in a very different
setup. The most important difference is that the BSs communicate over finite-rate, but loss-
less links that do not interfere with the actual air interface. In both schemes, we have the
situation that information is being provided to other BSs which may already be partially
known to the other side, as all BSs receive more or less strongly correlated signals from the
UEs. In order to explore the information theoretical limits, we hence have to review some
basic concepts of loss-less and lossy source coding.

Slepian-Wolf Source Coding for Discrete Sources

Slepian and Wolf [SW73] initially observed the scenario where two discrete, correlated random
sequences are to be separately encoded and relayed to a remote joint decoder, as depicted in
Figure 2.4. They derived an admissible rate region of all possible tuples of rates with which
the two encoders can communicate with the decoder, such that the decoder can perfectly
reconstruct both random sequences. One conclusion is that if, for example, encoder 1 relays
sequence X1 just as it is, requiring a rate corresponding to the average entropy H(x1) of each
symbol, then it suffices if encoder 2 forwards at a rate corresponding to the average conditional
entropy H(x2|x1) of each symbol, given that x1 is already known that the decoder. Hence,
encoder 2 can exploit the fact that the decoder has side information on X2 available, only by
knowing the joint statistics of sequences X1 and X2. The achievability of the above result is
usually proved through random binning arguments [Ber78]: In our case, assuming that X1 and
X2 are sequences of length Nsym, encoder 2 would group all 2Nsym·H(x2) possible realizations
of X2 into 2Nsym·H(x2|x1) randomly generated bins, and forward only the bin indices at rate
H(x2|x1) to the decoder. The latter then searches for the realization of sequence X2 that
is jointly typical with the received bin indices and the information provided by encoder 1.
The probability of error in reconstructing X2 at the decoder then decreases exponentially in
the block length Nsym. The admissible rate region shown in Figure 2.4 can be achieved by
alternating the roles of the encoders and applying timesharing, or by schemes where both
encoders apply random binning simultaneously [CT06].
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Wyner-Ziv Source Coding for Continuous Sources

Wyner and Ziv [WZ76] extended the above scenario to the case where a certain extent of
distortion is allowed at the decoder output, for the special case where one random source
is exactly known to the decoder, while the other is relayed after lossy compression. They
established the rate/distortion trade-off for lossy compression of a single discrete source with
side-information at the receiver, and extended the work to the case of a continuous source
in [Wyn78]. For Gaussian sources and a quadratic distortion metric, it was shown that the
rate/distortion trade-off is the same as if the side-information were known to the compress-
ing encoder (which is not the case for arbitrary sources or other metrics, where a rate loss
was shown and upper bounded in [Zam96]). The case where both encoders perform compres-
sion and hence two distortion measures are involved is often referred to as multi-terminal
source coding, and was initially observed for discrete sources by [Ber78,Tun78]. The obtained
rate/distortion trade-off in this work, however, could not yet be proved optimal. An upper
bound was derived in [BHO+79], which was shown in [Ooh97] to partially coincide with the
lower bound mentioned before, and where previous work was also extended to the case of
Gaussian random variables. The setup of two compressed random sources and additional side
information at the decoder was observed in [Gas04] and extended to an arbitrary number of
encoders in [Gas03]. Note that in our case, the BSs perform the source coding on the received
signals, and not the UEs, such that the term ”multi-terminal source coding” might appear
confusing to the reader in this context.

A special case of multi-terminal source coding is when all random sources are in fact
noisy observations of the same single random source, which is often referred to as the CEO
problem, introduced in [BZV96] and extended to the Gaussian case in [VB97]. The main
difference to previously discussed schemes is that the decoder, i.e. the central estimation
officer or CEO, is only interested in reconstructing the original source, but not the noisy
observations of the agents. This corresponds to our considered scenario: Cooperating BSs
make correlated observations of the same UE transmissions, and aim at jointly achieving
a certain minimum distortion of the UE transmission under a constrained backhaul. The
standard CEO problem is an example of multi-terminal source coding for which the optimum
rate-distortion function has been established [Ooh98,PTR04]. The key observation is that a
certain extent of backhaul is always waisted for the compression of observation noise, hence
it is not beneficial to increase the number of agents without similarly increasing the sum
backhaul. The authors in [dCS08,dS08] have combined aspects of multi-terminal source coding
and the CEO problem to the case of multiple random sources and an arbitrary channel, which
provides an essential basis for our model described in the sequel. They use a scheme referred
to as distributed Wyner-Ziv compression based on [Gas04,Gas03], noting that the optimality
of the scheme is still uncertain, as stated in the paragraph before.

Distributed Interference Subtraction (DIS)

Let us first model a decode-and-forward concept where a message is decoded by one or multiple
BSs individually and then forwarded to another BS for interference subtraction, which we refer
to as distributed interference subtraction (DIS) [KF07,MF08e]. For this, we extend the set of



20 Information-Theoretic Basics

messages each UE k can invest its transmit power into from (2.14) to

F̂k :=
{

F̂M′

k : M′ ⊆ M
}

∪
{

F̂M′,m→M′′

k : M′,M′′ ⊆ M ∧ m ∈ M′ ∧
(
M′ ∩M′′ = ∅

)}

,

(2.23)

where F̂M′,m→M′′

k denotes a message that originates from UE k, is decoded by all BSs in
set M′ individually (i.e. enabling HK concepts as in the last section), after which one BS
m ∈ M′ forwards the decoded message to all BSs in set M′′. The required backhaul can
be reduced if Slepian-Wolf source coding is applied, hence if BS m makes use of possible
side-information contained in the signals received by BSs in set M′′. In this case, each DIS-
receiving BS is provided only with a source-encoded version s(F̂M′,m→M′′

k ) carrying enough
information such that the BS can successfully decode message F̂M′,m→M′′

k itself. As one might
consider such source coding concepts unfeasible for practical systems (an aspect discussed
in Chapter 5), we will generally observe the rate/backhaul trade-off for DIS-schemes that
exploit inter-BS signal correlation, as well as those that simply forward complete decoded
messages. Regardless of the assumption on source coding, the result is that all BSs in M′′

can decode various other messages free of the interference from message FM′,m→M′′

k , provided
that decoding takes place after the data has been received from BS m. Hence, DIS enables a
certain extent of interference cancellation in the network, but offers no additional array gain,
as only information on interference is exchanged, but not on signals to be exploited. If set M′

only consists of BS m, we abbreviate FM′,m→M′′

k by writing Fm→M′′

k . In the sequel, we assume
that a portion of backhaul B̂dis ∈ R

+[M+1×M ]
0 is made available to DIS cooperation concepts,

where each element b̂dis
i,j states the backhaul from BS j to BS i, or to the network if i = M +1.

Compressed Interference Forwarding (CIF)

A BS cooperation scheme similar to DIS was observed in [SSPS08b,SSPS09b,Gri09,GMFC09],
where a message FM′,m;M′′

k is decoded by the BSs in set M′, after which BS m re-modulates
the originally transmitted sequence XM′,m;M′′

k and forwards a quantized version q(XM′,m;M′′

k )

to all BSs in set M′′, again possibly employing Slepian-Wolf source coding to exploit potential
side information. In this case, s(q(XM′,m;M′′

k )) is exchanged. The receiving BSs then use this
information to reconstruct q(XM′,m;M′′

k ) and approximately subtract the interference caused
by message F̂M′,m;M′′

k . We refer to this scheme as compressed interference forwarding (CIF).
In general, the properties of CIF are similar to DIS. The scheme enables a certain extent
of interference cancellation, while offering no array gain, but introduces quantization noise
into the interference subtraction process. However, we will see later that CIF is an interesting
option from an implementation point of view, and for this reason also considered in our model.
We will assume in the sequel that a certain extent of backhaul B̂cif ∈ R

[M+1×M ] is made available
to CIF cooperation concepts. Please note the subtle difference in our notation for messages
that are used for DIS-cooperation (e.g. F̂M′,m→M′′

k ), and those used for CIF (e.g. F̂M′,m;M′′

k ).

Distributed Antenna Systems (DAS)

We now add to our model compress-and-forward concepts that enable BSs to exchange quan-
tized received signals to benefit from spatial diversity as well as array gain. If a BS does not
perform any decoding itself, but just quantizes and forwards all received signals to another
BS or to a central network entity, it is basically degraded to a remote radio head (RRH), such
that these schemes are often referred to as distributed antenna systems (DAS). In the sequel,
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we will assume that a portion

B̂das ∈ R
+[M+1×M ]
0 , for example B̂das =







0 0 0
0 0 0
8 8 0
0 0 0







(2.24)

of the available backhaul is invested into DAS concepts, where each non-zero element b̂das
m′,m

denotes that BS m employs a certain number of bits per symbol to quantize and forward the
received signals to BS m′ if m′ ≤ M , or to a central network entity otherwise. In the above
example, BSs 1 and 2 both employ 8 bits per symbol to forward signals to BS 3. Clearly, DAS
can also be performed such that the signal correlation between BSs is exploited. As we are only
considering Gaussian signaling, we can model without loss of optimality the Wyner-Ziv source
coding performed by a BS m as a quantization of receive signals Ym yielding q(Ym), succeeded
by Slepian-Wolf source coding, so that finally s(q(Ym)) is exchanged [WZ76]. A DAS-receiving
BS then uses its own received signals in conjunction with s(q(Ym)) to reconstruct q(Ym),
which can then be used to decode other messages. As one might consider such source coding
techniques and the exploitation of side-information to be questionable in practical systems,
we will always also observe schemes where each BS m simply quantizes and forwards q(Ym)
directly, as well as schemes based on a practical quantizer to be defined later.

In the remainder of this work, we assume for simplicity that each BS operates according
to the following procedure:

1. (Possibly) receive compressed signals (DAS) from other BSs

2. (Possibly) receive and forward compressed messages (CIF) from other BSs

3. (Possibly) receive and decode partially forwarded messages (DIS) from other BSs

4. Decode messages that are to be decoded locally

5. (Possibly) forward decoded messages (DIS or CIF) and/or compress and forward the
remaining signals (DAS) to other BSs

This particular order is mainly interesting in the context of BS cooperation exploiting
side-information. If, for example, DIS concepts are used with Slepian-Wolf source coding, the
DIS-receiving BS can also exploit as side-information the receive signals provided by other BSs
through the DAS concept. The above mentioned order facilitates the analytical derivation of
achievable rates and appears beneficial in a wide range of scenarios, but must not necessarily
by optimal in all cases. We further assume that the set of messages F̂all and the backhaul
available for DAS B̂das is chosen such that there is a non-cyclic flow of information between
the BSs. This means that any joint DIS/CIF/DAS cooperation concept can be illustrated as
a (possibly disconnected) directed graph, which is shown in Figure 2.5 for an example setup
with M = K = 4. Here, the following cooperation concepts are used (note that the UEs are
not displayed in the figure), assuming in this example that source coding is not employed:

• UE 1 transmits F̂
{1,2}
1 , which is decoded by BSs 1 and 2 individually, and F̂

1→{2,3}
1 , being

decoded by BS 1 and forwarded to BSs 2 and 3 according to the DIS-concept

• UE 2 transmits message F̂ 2;3
2 , which is decoded by BS 2, re-encoded to X̂2;3

2 , quantized
to q(X̂2;3

2 ) and forwarded to BS 3 according to the CIF concept

• UEs 3 and 4 transmit messages F̂ 3
3 and F̂ 3

4 , respectively, both decoded only by BS 3
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Base station 1

Base station 2

Base station 3

Base station 4

Network

Quant. signals
q(Y4) forwarded (DAS)

q(X̂2;3
2 )

forwarded (CIF)

F̂
1→{2,3}
1 forw. (DIS)

F̂
1→{2,3}
1 forw. (DIS)

Decodes F̂ 1,2
1 , F̂

1→{2,3}
1

Decodes F̂ 1,2
1 , F̂ 2;3

2

Decodes F̂ 3
3 , F̂ 3

4

Figure 2.5: Illustration of a combined DIS/CIF/DAS base station cooperation strategy.

• All decoding processes at BS 3 can make use of the received and quantized signals q(Y4)
provided by BS 4 according to the DAS concept

Clearly, the information flow determines the order of BS activation and introduces latency
into the decoding process, which we will discuss in Section 5.2. Let us now update our notation
of messages decoded or not decoded by a particular BS m from (2.15) to ∀ m ∈ M :

F [m] :=
{

FM′

j , FM′,m′→M′′

j , FM′,m′;M′′

j ∈ F̂all : m ∈ M′
}

(2.25)

F̄ [m] :=
{

FM′

j , FM′,m′→M′′

j , FM′,m′;M′′

j ∈ F̂all : m /∈ M′ ∧ m /∈ M′′
}

(2.26)

~F [m] :=
{

FL,l→L′

j ∈ F̂all : m ∈ L′
}

(2.27)

;

F
[m]

:=
{

FL,l;L′

j ∈ F̂all : m ∈ L′
}

, (2.28)

where F [m] denotes all messages decoded by BS m, as before, while F̄ [m] now denotes all
messages neither decoded by BS m itself, nor forwarded from any other BS to BS m according
to the DIS or CIF concept. Set ~F [m] denotes all messages provided through the DIS-concept

to BS m, while set
;

F
[m]

denotes all messages forwarded to BS m according to the CIF-concept.
We further denote all messages that are not decoded by a central network entity as

F̂all* =
{

FL
j , FL,l→L′

j , FL,l;L′

j ∈ F̂all : M + 1 /∈ L
}

. (2.29)

In the sequel, we will use another backhaul-related variable B̂net ∈ R
+[M+1,M ]
0 denoting

backhaul capacity that is invested into forwarding decoded messsages to the network. This
is required to ensure a fair comparison between cooperation schemes where decoding takes
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place at a central network entity, or those where decoding takes place at the BSs themselves.
An inner bound in the capacity of a transmission with arbitrary DIS, CIF and/or DAS
information exchange between BSs is stated in the following theorem:

Theorem 2.2.5 (Uplink capacity region with DIS/CIF/DAS-based BS cooperation). An
inner bound on the capacity region of transmission (2.1) with DIS/CIF/DAS-based BS coop-
eration under a backhaul usage stated through B̂dis, B̂cif, B̂das and B̂net is given as

R̂coop
(

B̂dis, B̂cif, B̂das, B̂net
)

=
⋃

F̂all,P: P(F̂all)�P̂max

R̂coop(F̂all,P, B̂dis, B̂cif, B̂das, B̂net), (2.30)

where a lower bound on the rate region for a given set F̂all, power allocation P and backhaul
B̂dis, B̂cif, B̂das, B̂net is stated as R̂coop(F̂all,P, B̂dis, B̂cif, B̂das, B̂net). Here, each rate tuple
r ∈ R̂coop(F̂all,P, B̂dis, B̂cif, B̂das, B̂net) fulfills ∀ k ∈ K : 0 ≤ rk ≤∑F∈F̂k

νF and ∀ m ∈ M:

∀ F ⊆ F [m] :
∑

∀ F∈F

νF ≤ log2

∣
∣
∣
∣
∣
I + P (F)

(
M∑

m′=1

(He
m′)

H (Φii
m′→m

)−1
He

m′

)∣
∣
∣
∣
∣
, (2.31)

with the interference term

Φii
m′→m = σ2I

︸︷︷︸

Noise

+ Φhh
m′

︸︷︷︸

Chn. est.

+He
m′P

(

F̄ [m] ∩ F̄ [m′]
)

(He
m′)

H

︸ ︷︷ ︸

Intfr. from msgs. neither decoded
by nor provided to BSs m or m′

+ Φcc
m′

︸︷︷︸

Residual intfr.
rel. to CIF

+ Φqq
m′→m

︸ ︷︷ ︸

Quant. noise
rel. to DAS

,

(2.32)

where ∀ m ∈ M : Φhh
m = ∆(Ēe

mP(F̂all)
(
Ēe

m

)H
) is a channel estimation related noise term

connected to BS m as in Theorem 2.2.3. ∀ m ∈ M : Φcc
m is the residual quantization noise

after CIF-based partial interference cancellation stated in Appendix D.2, and Φqq
m′→m is the

quantization noise introduced for the signals compressed and forwarded from BS m′ to BS m
according to the DAS concept. This quantization noise is constrained by the backhaul infras-
tructure B̂das invested into DAS concepts as ∀ m ∈ M : Φqq

m→m = 0 and

∀ M′ ⊆ {M \ m} : log2

∣
∣
∣I +

(
Φqq

M′→m

)−1
Φ̄yy*

M′|m,M\M′

∣
∣
∣ ≤

∑

m′∈M′

b̂das
m,m′ , (2.33)

where

Φqq
M′→m = diag

(

Φqq
m′

1→m
,Φqq

m′
2→m

, · · · ,Φqq
m′

|M|
→m

)

for M′ =
{

m′
1, · · · , m′

|M|

}

(2.34)

is the quantization noise due to DAS concepts at BSs M′. Term Φ̄yy*
M′|m,M\M′ is the signal

covariance at DAS-forwarding BSs after local decoding of messages and (possibly) interference
cancellation through DIS and CIF, conditioned on the received signals at BS m and quantized
signals provided to BS m by BSs in set M\M′. The latter term is derived and explained in
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detail in Appendix D.2. We further have the CIF-related backhaul constraint ∀ m ∈ M :

∀ F ⊆
;

F
[m]

, M′ =
{

m′ ∈ M : FL,l;L′

j ∈ F ∧ m′ = l
}

︸ ︷︷ ︸

Set of BSs that CIF-forward messages in F to BS m

:

∑

∀ F∈F

log2

(
ρF

ξF;m

)

− log2

∣
∣
∣
∣
∣
I + Ψ̄m (F)

(
M∑

m′=1

(He
m′)

H
(

Φii, cif
m′→m

)−1
He

m′

)∣
∣
∣
∣
∣

︸ ︷︷ ︸

Portion of quantized sequences q(e(F)) decodeable by BS m by itself

≤
∑

m′∈M′

b̂cif
m,m′ ,

(2.35)

where ξF;m is the quantization noise introduced when message F is CIF-forwarded to BS m,
Ψ̄m (F) is a diagonal matrix containing the effective powers of the messages in F , with

∀ k ∈ K :
[
Ψ̄m(F)

]

k,k
=
∑

F∈{F̂k∩F} ρF − ξF;m, (2.36)

and the interference and noise terms Φii, cif
m→m and Φii, cif

m′→m in (2.35) are given as

Φii, cif
m→m = He

mP

(

F̂all \
;

F
[m]
)

(He
m)H + Φcc

m + Φhh
m + σ2I and (2.37)

Φii, cif
m′→m = He

m′P

(

F̄ [m′] \
;

F
[m]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I + Φqq
m′→m. (2.38)

Terms ∀ m ∈ M : Φcc
m state the residual interference after a BS has exploited CIF-signals,

as given in Appendix D.2. We also have the DIS-related backhaul constraint ∀ m ∈ M :

∀ F ⊆ ~F [m], M′ =
{

m′ ∈ M : FL,l→L′

j ∈ F ∧ m′ = l
}

︸ ︷︷ ︸

Set of BSs that forward messages in F to BS m

:

∑

F∈F

νF − log2

∣
∣
∣
∣
∣
I + P (F)

(
M∑

m′=1

(He
m′)

H
(

Φii, dis
m′→m

)−1
He

m′

)∣
∣
∣
∣
∣

︸ ︷︷ ︸

Portion of messages F already decodable by BS m by itself

≤
∑

m′∈M′

b̂dis
m,m′ , (2.39)

where the interference and noise terms Φii, dis
m→m and Φii, dis

m′→m are given as

Φii, dis
m→m = He

mP

(

F̂all \
{

~F [m] ∪
;

F
[m]
})

(He
m)H + Φcc

m + Φhh
m + σ2I (2.40)

Φii, dis
m′→m = He

m′P
(

F̄ [m′] \ ~F [m]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I + Φqq
m′→m. (2.41)

Finally, we have backhaul constraints due to the fact that messages decoded by BSs, rather
than by a central network entity, have to be forwarded to the network, i.e. ∀ F ⊆ F̂∗

all and

M′ =
{

m′ ∈ M : ∃ FL
j , FL,l→L′

j , FL,l;L′

j ∈ F : m′ ∈ L
}

︸ ︷︷ ︸

Set of all BSs that decode messages in F

:
∑

F∈F

νF ≤
∑

m∈M′

b̂net
M+1,m. (2.42)

Proof. The proof and a detailed explanation of all terms are given in Appendix D.2.
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Equation (2.31) is basically the same as (2.18) which was used in the context of non-
cooperative decoding. In this case, however, each decoding BS m can also make use of the
quantized signals provided by other BSs (DAS concept), where messages that are either pro-
vided to BS m itself or to one of the DAS-supporting BSs (through the DIS or CIF concept) are
not counted as interference. Corresponding quantization noise matrices are then constrained
by the backhaul infrastructure invested into DAS concepts (see (2.33)). Equation (2.35) states
backhaul constraints connected to CIF schemes, where the key aspect is that a BS need only
forward the delta in information that the CIF-receiving BS requires to decode a quantized
representation of an interfering sequence by itself, if Slepian-Wolf source coding concepts are
applied. The situation is similar for DIS concepts, where corresponding backhaul constraints
are stated in (2.39). Here, the second line can be interpreted in such a way that the sum rate of
any subset of messages being DIS-forwarded to BS m minus the portion of the message subset
that BS m can already decode without help must be less than the available sum backhaul on
the involved links. As the DIS backhaul constraint poses additional linear constraints on the
rate region, it is clear that if the available backhaul is increased beyond a certain threshold,
these constraints become inactive, and those in (2.31) become the limiting factor. Hence, in-
creasing the backhaul for DIS concepts beyond a certain point will not lead to a further rate
increase. A detailed explanation of Equations (2.30)-(2.42) is given in Appendix D.2.

Practical Cooperation Schemes

The lower capacity region bound for BS cooperation under a constrained backhaul as stated
before is based on many information-theoretical concepts, where the usage in practical mo-
bile communications systems is questionable. Equation (2.33), for example, is based on the
assumption that distributed Wyner-Ziv is employed, where not only the signal correlation
between a DAS-forwarding and the DAS-receiving BS is exploited, but also the correlation
between all DAS-forwarding BSs that are jointly supporting another BS. As these schemes ap-
pear rather questionable for the implementation in practical systems (a discussion will follow
in Section 5.2.1), we also observe rate/backhaul trade-offs based on the rate-distortion bound
without the exploitation of inter-BS signal correlation. In this case, (2.33) can be modified to
a single constraint for each individual quantization noise term Φqq

m′→m, i.e. ∀ m ∈ M :

∀ m′ ∈ {M \ m} : log2

∣
∣
∣I +

(
Φqq

m′→m

)−1
Φ̄yy

m′

∣
∣
∣ ≤ b̂das

m,m′ , (2.43)

where Φ̄yy
m′ is the unconditioned receive signal covariance after local message decoding and

possibly interference cancellation at BS m′. Equation (2.43), however, still assumes that the
signal correlation between the Nbs antennas at the quantizing BS is exploited, and that joint
processing of large blocks of received symbols is performed, which would be computationally
intractable in a practical system. As a third level of realism of DAS schemes, we hence
also observe the performance of a system based on a concrete quantizer design proposed
in [LBG80]. Modeled in a simplified way, we here assume that the backhaul is invested equally
into each real signal dimension to be quantized, and one bit is lost per real dimension. Under
these considerations, (2.33) is finally changed to

∀ m′ 6= m : Φqq
m′→m =




2

max

(
b̂das
m,m′

Nbs
−2,0

)

− 1






−1

∆
(
Φ̄yy

m′

)
. (2.44)
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Similarly, CIF performance in (2.35) is based on the assumption that side information
present at a CIF-receiving DIS can be used to reduce the extent of backhaul needed for the
exchange of quantized interference sequences. If we consider this to be practically questionable,
we change the second line in (2.35) to

∑

F∈F

log2

(
ρF

ξF;m

)

≤
∑

m′∈M′

b̂cif
m,m′ , (2.45)

or, assuming the same practical quantization scheme as in (2.44), the second line in (2.35) is
changed to

∑

F∈F

(

log2

(
ρF

ξF;m

)

+ 2

)

≤
∑

m′∈M′

b̂cif
m,m′ . (2.46)

Last but not least, we also consider a more practical implementation of DIS schemes, where
decoded messages are forwarded as a whole, without exploiting potential side-information at
the receiver side. In this case, the second line in (2.39) simply changes to

∑

F∈F

νF ≤
∑

m′∈M′

b̂dis
m,m′ . (2.47)

As DIS concepts do not involve signal quantization, we do not consider a third perfor-
mance bound here. A major advantage of DIS concepts is that the rate/backhaul trade-off is
highly predictable, while implementation is straightforward. In this work, we will hence al-
ways present simulation results where the rate/backhaul trade-off of BS cooperation schemes
is displayed not as a line, but as an area, where we compare

• DIS schemes:

– Best known scheme in information theory (based on Slepian-Wolf source coding)

– Practical scheme (exchange of a complete decoded messages over the backhaul)

• CIF and DAS schemes:

– Best known scheme in information theory (based on Wyner-Ziv source coding)

– Scheme operating on the rate-distortion bound

– Practical scheme, assuming a concrete quantizer implementation

DAS-enhanced FDM

The frequency division multiplex (FDM) scheme explained in the context of schemes without
BS cooperation in Section 2.2.4 can also be assisted through exchanging quantized signals
between BSs. In the simplified FDM case we observe in this work, all UEs are placed onto
orthogonal resources, such that the usage of DIS/CIF concepts or common messages is not
beneficial. If backhaul is provided, each UE can be decoded jointly by multiple BSs, where
inter-BS correlation can be exploited. As there is no benefit of employing superimposed mes-
sages, it again suffices if each UE k transmits exactly one message F̂k at maximum transmit
power ∀ k ∈ K : ρF̂k

= p̂max
k . The transmission equation remains the same as in (2.20), and

the capacity region can be lower-bounded by the following theorem:
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Theorem 2.2.6 (Uplink capacity region with DAS-enhanced FDM). A lower bound on the
capacity region of transmission (2.20) with FDM and DAS-based BS cooperation constrained
by a backhaul infrastucture B̂das and B̂net is given as

R̂das,fdm
(

B̂das, B̂net
)

=
⋃

Λ: Λ�0 ∧ tr{Λ}=1

R̂das,fdm(Λ, B̂das, B̂net), (2.48)

where a lower bound on the rate region for a given spectrum allocation Λ and backhaul B̂das,
B̂net can be stated as all rate tuples r ∈ R̂das,fdm(Λ, B̂das, B̂net), where ∀ k ∈ K :

0 ≤ rk ≤ max
1≤m≤M+1

λklog2

(

1 +
p̂max

k

λk

(
M∑

m′=1

(
he

m′,k

)H (
Φii

k,m′→m

)−1
he

m′,k

))

with Φii
k,m′→m = σ2I

︸︷︷︸

Noise

+
p̂max

k

λk
∆
(

ēe
m′,k

(
ēe

m′,k

)H
)

︸ ︷︷ ︸

Channel estimation impact

+ Φqq
k,m′→m

︸ ︷︷ ︸

Quant. noise

, (2.49)

where Φqq
k,m′→m is the quantization noise involved in the compression of signals from BS m′

to BS m (or the central network entity) on the spectrum connected to UE k, and we have the
DAS-related backhaul constraint

∀ k ∈ K, ∀ m ∈ M : Φqq
k,m→m = 0[Nbs×Nbs] and ∀ m ∈ {1..M + 1}, ∀ M′ ⊆ {M \ m} :

∑

k∈K: mk=m

λklog2

∣
∣
∣
∣
I +

(

Φqq
k,M′→m

)−1
Φyy

k,M′|m,M\M′

∣
∣
∣
∣
≤

∑

m′∈M′

b̂das
m,m′ , (2.50)

where m ∈ {1, 2, · · · , M + 1}[K×1] denotes the BSs at which the UEs are decoded, according
to the maximization operation performed for each UE in (2.49). Further, Φyy

k,M′|m,M\M′ is the
joint signal covariance at all BSs in M′ connected to the resources allocated by UE k and
conditioned on the receive signal covariance connected to the same resources at BS m and the
information provided by all BSs in set M\M′ to BS m. Φqq

k,M′→m is a block-diagonal matrix
containing the quantization covariances introduced at all BSs in M′ and connected to the
reception of UE k. Note that (2.49) also includes the case where a UE is decoded by a central
network entity. As the central network entity itself does not receive any signals, we can state
Φyy

k,M′|M+1,M\M′ = Φyy
k,M′|M\M′. Finally, we have the network-related backhaul constraint

∀ m ∈ M :
∑

k∈K: mk=m

rk ≤ b̂net
M+1,m. (2.51)

This final constraint assures that backhaul links are available over which user data can be
forwarded to the network, if decoding takes place by a BS, and not by the network entity itself.

Proof. The theorem is a direct application of Theorem 2.2.5 to (2.20). Briefly, (2.50) states
that the joint information flow from multiple BSs to those BSs that actually decode one or
multiple UEs must be less or equal to the backhaul links involved. Equation (2.51) assures
that backhaul links are also available for forwarding decoded messages to the network.

Similarly to the non-cooperative FDM scheme in Section 2.2.4, the maximization operation
in (2.49) assures that each UE is decoded at the best possible BS (or at a central network
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entity), depending on both the channel realization and the available backhaul infrastructure.
Note that (2.50) implies an additional degree of freedom, namely the possibility to assign
different extents of backhaul to different UEs, if these are decoded by the same entity, and
hence the same backhaul links are involved. The backhaul constraint in (2.50) is based on
the assumption of Wyner-Ziv source coding, but we again also consider the case where we
operate on the rate-distortion bound, but do not exploit inter-BS receive signal correlation,
where (2.50) is then restated as

∀ k ∈ K,∀ m ∈ {1..M + 1}, m′ ∈ {M \ m} :
∑

k∈K: mk=m

λklog2

∣
∣
∣
∣
I +

(

Φqq
k,m′→m

)−1
Φyy

k,m′

∣
∣
∣
∣
≤ b̂das

m,m′ ,

(2.52)
where Φyy

k,m′ is the covariance of the signals connected to UE k received by BS m′. Finally, a
practical quantization scheme is considered, as introduced in Section 2.2.5, where the received
signal at each BS antenna is quantized individually and one bit is lost per real dimension
towards the rate-distortion bound, and (2.50) changes to

∀ k ∈ K,∀ m ∈ {1..M + 1}, m′ ∈ {M \ m} :
∑

k∈K: mk=m

λk

(

log2

∣
∣
∣
∣
I +

(

Φqq
k,m′→m

)−1
∆
(

Φyy
k,m′

)
∣
∣
∣
∣
+ 2Nbs

)

≤ b̂das
m,m′ . (2.53)

In this case it is clear from (2.53) that Φqq
k,m′→m should be a diagonal matrix containing

the number of bits used for quantization of the signal at each different BS antenna.

Calculation of Capacity Regions

Due to the many degrees of freedom in the parameters connected to DIS, CIF and DAS,
it is difficult to state a general procedure for the computation of R̂coop. If for example a
weighted sum-rate maximization is to be performed on the capacity region, the optimization
problem is generally non-convex in power parameter P, which renders a brute force search
necessary. For a fixed power allocation and a focus on pure DAS schemes, the calculation of
optimal DAS quantization covariance matrices that fulfill (2.33) can be performed according
to a scheme in [dCS08]. Here, for each compressing BS, an Eigenvalue decomposition of the
(possibly conditioned) signal covariance is performed, known as a Karhonen-Loeve transfor-
mation [GDV02], and then the available backhaul is invested into the different Eigenmodes
of the signal covariance through waterfilling. If multiple BSs forward signals to the same
target applying distributed Wyner-Ziv compression, their quantization strategies have to be
updated iteratively to ensure a non-redundant flow of information to the target BS. Though
the authors in [dCS08,dS08] cannot prove convergence analytically, an implementation of the
algorithm has shown convergence in all cases. In the remainder of this work, the scenarios and
cooperation schemes we observe are limited enough to enable a brute force search through
the parameter space, in conjunction with the algorithm from [dCS08].

For the computation of R̂das,fdm, we perform a brute force search over the spectrum
allocation parameter Λ, and again use the scheme from [dCS08] to compute optimal DAS
quantization noise covariances.

An illustration of the lower bounds on capacity regions for limited BS cooperation will be
provided in Section 2.4.
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2.3 Downlink

2.3.1 Transmission Model

We consider a downlink transmission from M BSs to K UEs, as depicted in Figure 2.6. We
assume that each BS has an arbitrary number of Nbs antennas, while the UEs only have
Nmt = 1 receive antenna. This setup is different from that typically assumed for LTE Release
8 [McC07], which considers multiple antennas per UE, but strongly simplifies our models and
analysis in this work. Further, the results can still be extended to the case of Nmt > 1, as
discussed in Section 5.3.2. We assume that the BSs map a set of messages F̌all onto a set
of sequences X̌all, which are precoded and transmitted symbol-wise over the channel. The
transmission in each single channel access at time 1 ≤ t ≤ Nsym can be stated as

y[t] = HHs[t] = HHWx[t] + n[t] = HHWg[t]
(
X̌all

)
+ n[t], (2.54)

where y[t] = [y
[t]
1 , y

[t]
2 , .., y

[t]
K ]T ∈ C

[K×1] are the signals received at the UEs. Matrix HH =
[h1,1..h1,Nbs

,h2,1..h2,Nbs
, · · · ,hM,1..hM,Nbs

]H ∈ C
[K×NBS] denotes the channel, which is used

in Hermitian notation due to a duality to the uplink transmission from Section 2.2.1 that
we will exploit later. We again assume that the channel is subject to block fading, while
having the statistical properties of a zero-mean Gaussian distribution hi,j ∼ NC(0, E{|hi,j |2}).
s[t] = [s

[t]
1,1..s

[t]
1,Nbs

, s
[t]
2,1..s

[t]
2,Nbs

, · · · , s
[t]
M,1..s

[t]
M,Nbs

]T ∈ C
[NBS×1] are the signals transmitted from the NBS

BS antennas. s[t] is the result of linear precoding, and has a positive semidefinite covari-
ance Et{s[t]s[t]H} = Et{Wx[t]x[t]HWH} = Φss � 0. Matrix W ∈ C

[NBS×|F̌all|] is the employed lin-
ear precoding matrix, which is also assumed to remain constant throughout a block of
Nsym consecutive channel accesses, and where each column constitutes the precoding vec-
tor connected to one particular message F ∈ F̌all, which we will also denote as wF . Term
x[t] = g[t](X̌all) ∈ C

[|X̌all|×1] are the symbols connected to the messages to be transmitted in chan-
nel access t. Here, g(·) can be non-linear in the context of dirty paper coding, which we will
consider later, or a simple identity projection with g[t](X̌all) = [x

[t]
1 , x

[t]
2 , · · · , x

[t]

|X̌all|
]T in the case of

pure linear precoding. In both cases, the projection g[t](X̌all) yields zero-mean Gaussian vec-
tors with covariance Et{x[t]x[t]H} = I. n[t] = [n

[t]
1 , n

[t]
2 , · · · , n

[t]
K ]T ∈ C

[K×1] is additive noise at the
receiver side, also assumed to be zero-mean Gaussian with Et{n[t]n[t]H} = σ2I. Again we
will drop the symbol index t for notational brevity. Throughout this chapter, we will either
assume that the transmission is subject to

• a per-antenna power (p.a. pwr) constraint, i.e. ∀ 1 ≤ i ≤ NBS : [Φss]i,i ≤ p̌max
i

• or a sum power constraint with tr{Φss} ≤ P̌max.

In the first case, P̌max = ∆(p̌max
1 , p̌max

2 , · · · , p̌max
NBS

) contains the per-antenna power con-
straints, which can be motivated through the fact that in a mobile communications system
each BS transmit antenna is typically equipped with an own power amplifier, where the linear
region is constrained. On the other hand, assuming a sum power constraint P̌max significantly
simplifies the derivation and computation of rate regions, as we will see later. It is also possi-
ble to observe per-base-station power constraints, i.e. constraints on the sum power of groups
of antennas, which is not further pursued in this work, but briefly discussed in Appendix C.

The BSs are connected through a backhaul mesh of finite capacity B̌max ∈ R
+[M×M+1]
0 , where

∀ 1 ≤ i, j ≤ M each entry b̌max
i,j denotes the one-directional backhaul link capacity from BS

j to BS i, and ∀ 1 ≤ i ≤ M each entry b̌max
i,M+1 denotes the one-directional backhaul capacity

from a central network entity to BS i.
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Figure 2.6: Illustration of the downlink transmission considered in this work.

2.3.2 Modeling of Imperfect Channel Knowledge

In the downlink transmission considered in our work, achievable rates depend strongly on the
extent of channel knowledge available at the transmitter side [CS03]. Hence, practical systems
that cannot exploit channel reciprocity must somehow feedback channel information from the
receiver to the transmitter side. As in the uplink, a further performance degradation occurs
if the channel knowledge at the UE side is limited. In our model, we assume that the UEs
have an erroneous channel estimate, which they then quantize and feed back to the BSs. This
implies that the transmitter-sided channel state information (CSIT) is strictly less accurate
than that at the receiver side (CSIR)4. More specifically, we assume that

ĤUE = H + ÊUE (2.55)

and ĤBS =
√

1 − 2−Nb

︸ ︷︷ ︸

Scaling factor

ĤUE + ÊBS (2.56)

are the channel estimates known to the UEs and the BSs, respectively. ÊUE ∈ C
[NBS×K] and

ÊBS ∈ C
[NBS×K] are channel estimation errors at the UE and BS side, respectively, that will

be explained in the sequel. We here assume that each UE only has a channel estimate for the
partial channel matrix connected to itself, while the BSs share the same global estimate of the
complete channel ĤBS, a requirement we will discuss in Section 5.2.2. As in the uplink, we
model the elements of the channel estimation error ÊUE as i.i.d. Gaussian random variables
with covariance E

{

vec(ÊUE)vec(ÊUE)H
}

= σ2
E · I, where σ2

E depends on the number of pilots Np

4In practical systems, a major aspect is also the feedback delay, leading to an inevitable degradation of
CSIT if the channel coherence time is short. We model this implicitly in our later choice of Nb.
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per codeword as stated in (2.5). We then model the CSI feedback process as if each channel
coefficient in ĤUE was quantized individually with Nb ∈ R

+ quantization bits and provided
instantaneously to the BS side. Both parameters Np and Nb are chosen based on a detailed
analysis of a concrete channel prediction and CSI feedback scheme for an OFDMA system and
a fading channel in Appendix E, which inherently models the aspect of unavoidable feedback
delay. This leads to the fact that we can observe a fairly simple transmission model based
on the assumption of a flat channel, while choosing parameters Np and Nb such that our
results reflect the performance of practical signal processing schemes under realistic channel
conditions. The channel estimation error terms at the BS side in our model are given through
rate-distortion theory [CT06] as E{|êBS

i,j |2} = 2−Nb · (E{|hi,j |2} + σ2
E). The scaling factor

in (2.56) is used to assure that the mean power of the quantizer output, including quantization
noise, corresponds to the mean power of the quantizer input [CT06,Bus52]. The transmission
in (2.54) can now be rewritten with (2.55) and (2.56) as

y =

(
(
1 − 2−Nb

)− 1
2

(

ĤBS − ÊBS
)

− ÊUE

)

Wx + n. (2.57)

Similar as in the uplink, we state a transmission equation that underestimates the perfor-
mance of (2.54), but is significantly easier to handle, in the following theorem:

Theorem 2.3.1 (Modified downlink transmission equation under imperfect CSI). The capac-
ity region connected to a downlink transmission as in (2.54) can be inner-bounded by observing
the capacity region of the following transmission:

y =

Controllable term
︷ ︸︸ ︷

HeWx +

Add. impact of imp. CSI at BS
︷︸︸︷

vBS +

Impact of imp. CSI at BS and UE
︷︸︸︷

vUE +n (2.58)

with ∀i, j : he
i,j = hi,j ·

√
E{|hi,j |

2}(1−2−Nb)
E{|hi,j |

2}+σ2
E

(2.59)

and vBS ∼ NC

(

0, ∆
(

Ēe,BSΦss
(
Ēe,BS

)H
))

, vUE ∼ NC

(

0, ∆
(

Ēe,UEΦss
(
Ēe,UE

)H
))

where ∀ 1 ≤ i ≤ NBS, 1 ≤ j ≤ K : ēBS
i,j =

√

2−Nb
(E{|hi,j |2})

2

E{|hi,j |2}+σ2
E

and ēUE
i,j =

√

E{|hi,j |2}σ2
E

E{|hi,j |2}+σ2
E

where vUE ∈ C
[NBS×1] and vBS ∈ C

[NBS×1] are additive, Gaussian, element-wise indepen-
dent noise terms connected to the imperfect channel knowledge at both BS and UE, and the
additional imperfectness of CSIT, respectively.

Proof. The proof is given in Appendix B.2.

Briefly, Theorem 2.3.1 follows from the same argumentation as in Theorem 2.2.1. Hence,
the error terms ÊBS and ÊUE are re-written into terms Ee,BS and Ee,UE, respectively, which
are uncorrelated with each other and with the estimated channel [PSS04]. Assuming that the
products Ee,UEWx and Ee,BSWx are Gaussian variables with a different realization in each
channel access poses an overestimation of their impact. As long as these statistical terms are
never actually exploited as useful signal energy, we hence underestimate the performance of
the original downlink transmission (2.54) by observing (2.58).

We can see from (2.58) that the impact of imperfect channel knowledge is in fact a function
of the chosen transmit covariance Φss. Hence, the BSs can transmit in such a way that
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the negative impact of imperfect CSIT is minimized, provided the BSs know the extent of
channel knowledge imperfectness (i.e. the variance of the error terms stated above). This
appears intuitive, as a BS would for example not invest much transmit power into a link
that is only badly known. Analogue to the uplink, the model implies that σ2

E , Nb and the
statistics of the channel ∀i, j : E{|hi,j |2} are known to both BS and UE side, such that all
entities can calculate Ēe,BS and Ēe,UE. The model provides a fairly tight bound for moderate
Nb, but underestimates performance in the regime of very small Nb. This is due to the fact
that according to Theorem 2.3.1, the effective, usable channel becomes zero for Nb → 0,
meaning that capacity will also tend to zero. In reality, however, non-zero rates would be
achievable even if the BSs had no channel knowledge at all. In this case, the best transmission
strategy under a sum power constraint would be to transmit from one antenna to each UE
successively, or to compute precoding vectors based on the average properties of the channel
under a per-antenna power constraint. Then, the powers of signals transmitted from multiple
antennas to a user would sum up on average, leading to a moderately good mean capacity.
The outage capacity, however, would be bad, as instantaneous channel realizations would lead
to a destructive overlap of signals. In the remainder of this work, however, we will use a value
of Nb = 6 that on one hand represents the performance of a practical CSI feedback concept
as motivated in Appendix E, while letting us operate in a regime of Nb where a large extent
of the possible CoMP gain is obtained, as we will see in Section 3.4.1.

As in the uplink, it is clear that the channel estimation related noise terms in (2.58) con-
stitute an additional background noise that cannot be canceled. All downlink BS cooperation
schemes to be observed in this work will hence be equally subject to this impairment, but the
fact that this narrows down the regime in which CoMP is generally attractive, as we will see
later, renders certain BS cooperation schemes less valuable than others.

2.3.3 Capacity Region Under Infinite BS Cooperation

Under infinite BS cooperation, the downlink transmission (2.54) corresponds to the setup of
a Gaussian MIMO broadcast channel (BC). This was initially introduced by D. Blackwell in
1963, and has since been widely investigated. The capacity region of the general BC (hence
with arbitrary joint probabilities of input and output signals) still remains unknown, though
upper bounds have been stated by [Cov72], [Sat78] and [Mar79]. A bound derived in the
latter work is known to be tight for all special BC cases for which the capacity region has
so far been established. One of these cases is the degraded BC, where the channel inputs and
outputs form a Markov chain [CT06], i.e. where the signals received by one UE are simply
a noisier, degraded version of the signals received by another UE. This is for example the
case when the BSs have only NBS = 1 antenna in total [Sat78], where it has been shown
that capacity is achieved through a superposition coding strategy [Ber74]. For the Gaussian
MIMO BC, which is of interest in our work, Caire and Shamai [CS03] showed for K = 2
that the sum rate is maximized by applying dirty-paper coding (DPC) [Cos83] at the BS
side. This means that the BSs transmit to one terminal in such a way that the interference
caused by another, superimposed transmission to the other UE is canceled. Considering our
transmission equation from (2.54), DPC can be seen as a non-linear operation performed
on the set of sequences X̌all before applying the linear precoding matrix W. This scheme is
basically a particular application of the more general concept of transmission under a random
channel state known only to the transmitter [GP80]. The proof of optimality of DPC for
the BC was extended to the sum rate under an arbitrary number of UEs by [VJG03,VT03,
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YC04], and finally to the complete capacity region in [WSS04,WSS06]. Recent research has
primarily focused on two major problems connected to the BC: First, the fact that DPC
is complex to be implemented in practical systems has led to the proposal of sub-optimal
schemes such as Tomlinson-Harashima precoding (THP) [Tom71, HM72, Et05]. Second, the
fact that it is computationally complex to calculate the optimal precoding matrix W for
capacity-approaching transmission has resulted in a large extent of work on simplified, sub-
optimal schemes such as zero-forcing (ZF) [SSH04], channel inversion [PHS05, HPS05] or
zero-forcing dirty-paper coding (ZF-DPC) [CS03,KFVY06], all of which achieve capacity in
the asymptotic high SNR regime.

While the previously referenced work was based on the assumption that both BSs and UEs
have perfect channel knowledge, it was pointed out in [CS03] that BCs are significantly more
sensitive to imperfect CSIT than point-to-point MIMO links. As pointed out before, without
any CSIT, the best strategy is to transmit to each UE successively. Various publications
have appeared e.g. on the asymptotic capacity of the MIMO BC in high SNR regimes. It
has for example been shown that if arbitrarily approximate, yet imperfect CSIT is available,
the asymptotic multiplexing gain in an NBS = K = 2 and Nmt = 1 setup for SNR → ∞ is
limited to 4/3 [LSW05]. Achieving the maximum asymptotic multiplexing gain of 2 requires
that the CSI feedback is increased proportionally to the (logarithmic) SNR [Jin06b, SCJ07].
A variety of concrete CSI feedback and precoding schemes have been proposed, e.g. where
the UEs feed back the indices of precoding vectors that maximize their SINR [SH05], possibly
using only one precoding vector with which only the best UE can be served [VTL02], or
where a specific kind of channel information is available at the BSs [DLZ07]. Other authors
have assumed the same model of Gaussian channel estimation error as in Section 2.3.2, for
example observing the sum rate achievable with zero-forcing [PSS04] or ZF-DPC [DLZ05],
or the complete capacity region [DSH06]. All these authors, however, assume that CSIR is
equal to CSIT, and to our knowledge, the first model considering different extents of CSI at
receiver and transmitter side has been introduced in [MF09a].

The computation of the capacity region in the downlink is significantly more complex
than in the uplink, but can be made mathematically more amenable by the notion of uplink-
downlink duality, which was observed by, e.g. [JVG04]. It is known that the capacity region
of a downlink transmission under a sum power constraint over all BS antennas is equivalent
to that of an uplink transmission through the same (reciprocal) channel under the same sum
power constraint [BS02a]. It has further been shown that duality also holds for a downlink
transmission under a per-antenna-(group) power constraint [YL07], which corresponds to an
uplink subject to a particular, least favorable noise covariance matrix. In this work, we extend
the concepts from [YL07] by also incorporating different extents of CSIT and CSIR, and the
impact of different BS cooperation schemes, as we will investigate later.

In this section, we consider the capacity regions achievable under linear or non-linear
precoding (based on DPC), knowing that a practical system with reasonable complexity
could then achieve a performance in between these two bounds. In the case where CSIT
equals CSIR (i.e. Nb = ∞), it is clear from (2.58) that the imperfect channel knowledge leads
to an error term vUE that neither BSs nor UEs can combat. In this case, it is straightforward
to calculate signal-to-interference-and-noise ratios (SINRs) for both the linear and non-linear
precoding case [DSH06], based on the modified transmission equation in (2.58). For the more
realistic case of better CSIR than CSIT, i.e. finite Nb, deriving tight lower bounds on SINRs
is difficult. In the linear precoding case, it appears intuitive that the receiver side can exploit
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the additional channel knowledge. A simple example is the case where the channel gain is
in fact stronger than according to the channel estimate at the BS side, and where the UE
can simply make use of the improved gain through its more accurate own channel estimate.
However, it is difficult to formulate this in a closed-form SINR expression, as then a statistical
term connected to the channel estimation error at the BS side would appear in the nominator
of the SINR expression, conflicting with Jensen’s inequality. In this work, we hence use a
lower bound of the SINR, where the corresponding error term appears neither as a useful
signal term, nor as a noise term, which we prove to be a valid lower bound in Appendix B.3.
In the case of DPC, it becomes strongly questionable whether a UE can exploit better CSI
than at the BS side. This is due to the fact that DPC, as it has originally been formulated
from an information theory point of view [Cos83], requires the UE to decode information
contained in the superposition of the desired signal and the interference known to the BS.
For this reason, we assume that the performance is limited due to the BS-side knowledge on
this superposition, regardless of CSIR. As a consequence, we use a lower SINR bound in the
context of DPC that assumes that the better CSI at the receiver side cannot be exploited at
all. Note that this leads to the fact that in our simulations, linear precoding techniques can
outperform DPC techniques for certain channels and a large difference between CSIT and
CSIR. This is unintuitive in the way that DPC always includes linear precoding as a subset
and should hence perform at least as good. However, the SINR expressions and corresponding
capacity regions reveal a good insight into whether a system would actually invest complexity
at the BS side into DPC-approaching schemes, or rather fall back to pure linear precoding
schemes. Find more discussion on this aspect in Appendix B.3.

In a BC with one receive antenna per UE, there is no benefit of using more than one
message per UE. Hence, we here constrain ourselves to the case where

F̌all :=
{
F̌1, F̌2, · · · , F̌K

}
. (2.60)

We denote as wk the precoding vector connected to the (single) message F̌k to be decoded
by UE k and state the following lemma:

Lemma 2.3.2 (Downlink SINR under imperfect CSI and infinite BS cooperation). Under
infinite BS cooperation, imperfect CSIT and CSIR and linear and/or non-linear precoding
(where in the non-linear case we assume without loss of generality that the streams directed
to the UEs are encoded in the order K..1, such that lower indices profit most from DPC), the
achievable downlink SINR at each UE k ∈ K can be lower-bounded as

ˇSINR
inf
k ≥
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︷ ︸︸ ︷
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∣
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∣
2

︸ ︷︷ ︸

Imp. CSI at BS and UE

+σ2

. (2.61)

Here, J1(k) = J2(k) = K \ k for the case of linear precoding, and J1(k) = {1..k − 1},
J2(K) = {1..K − 1} and ∀ k < K : J2(k) = K for non-linear precoding.

Proof. The proof is stated in Appendix B.3.
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Briefly, sets J1 and J2 reflect that

• in the linear precoding case, each transmission is interfered by each other transmission
(hence J1(k) = K \ k), but each UE is not negatively impacted by the lesser degree of
CSIT (hence also J2(k) = K \ k), as discussed before.

• in the non-linear precoding case, UEs are only interfered by the transmissions that are
encoded subsequently (hence J1(k) = {1..k − 1}), and all UEs k < K that benefit from
DPC suffer from the lesser degree of CSIT (hence ∀ k < K : J2(k) = K). Only for UE
K, which is encoded first and does not benefit from DPC, the lesser degree of BS-side
CSIT does not pose additional interference, so that J2(K) = {1..K − 1}.

Despite having stated simple SINR expressions in (2.61), it is difficult to calculate the
capacity region directly from (2.61), as the SINRs of the UEs are crosscoupled through the
choice of precoding matrix W [BS02b]. However, it is possible to exploit uplink-downlink
duality and show that the downlink capacity region is equivalent to a that of a dual uplink
transmission, which we do in the following theorem:

Theorem 2.3.3 (Downlink capacity region under imperfect CSI and infinite BS coopera-
tion). The capacity region of a downlink transmission from M fully cooperative BSs with Nbs

antennas each to K non-cooperative UEs with 1 antenna each, as in (2.54), with imperfect
CSI and a per-antenna or sum power constraint can be inner-bounded through the capacity
region of a dual uplink transmission from K non-cooperative UEs with 1 antennas each to M
fully cooperative BSs with Nbs antennas each, subject to a sum power constraint, imperfect
CSIR at the BSs and a least favorable noise covariance. More precisely, the capacity region is
inner-bounded by all rate tuples r ∈ Ř∞ that fulfill ∀ k ∈ K : rk ≥ 0 and (assuming without
loss of generality the encoding order K..1) ∀ α1 ≥ α2 ≥ · · · ≥ αK ≥ 0 with
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ēe,UE
j

)H
)

+Φ̂nn

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

s.t. tr{P̂} ≤ tr{P̌max}, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max} and Φ̂nn � 0, (2.62)

where J ∗
1 (k) and J ∗

2 (k) are dual sets of J1(k) and J2(k), respectively, with J ∗
1 (k) = {j ∈

K : k ∈ J1(j)} and J ∗
2 (k) = {j ∈ K : k ∈ J2(j)}. P̂ = diag(p̂) with p̂ ∈ R

+[K×1]
0 denotes

the transmit powers in the dual uplink transmission, and Φ̂nn is the uplink noise covariance
which is connected to the per-antenna power constraints. Under a sum power constraint in
the downlink, Φ̂nn is fixed, i.e. the last line in (2.62) simplifies to

s.t. tr{P̂} ≤ tr{Pmax} and Φ̂nn = σ2I. (2.63)

Proof. The proof is given in Appendix C.
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Briefly, the weights α1..αK reflect a weighted sum rate maximization, hence different
choices of these weights (and swapping UE indices for generality) allow to trace the com-
plete capacity region, which will be illustrated later. Note that the stated order of weights
must reflect the downlink encoding order K..1 (i.e. the strongest weighted UE 1 must be the
one that profits most from DPC) [VVH03]. However, the decoding order in the dual uplink is
exactly the opposite (benefiting users with larger indices). This interesting aspect is due to
the dual sets J ∗

1 (k) and J ∗
2 (k) in (2.62) and has been discussed in detail in [VJG03].

Capacity Region Calculation

Being able to observe downlink capacity regions through uplink-downlink duality, such that
an explicit calculation of precoding vectors wk is not necessary, does not mean that the
calculation of the capacity region itself becomes trivial. In fact, to the author’s knowledge,
only for the case of perfect CSIT and CSIR and a DPC strategy there exists a gradient-based
approach for capacity region computation at reasonable complexity. In this case, assuming
without loss of generality that α1 ≥ α2 ≥ · · · ≥ αK ≥ 0, (2.62) simplifies to
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s.t. tr{P̂} ≤ tr{P̌max}, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max} and Φ̂nn � 0. (2.64)

This can be re-stated as [VVH03]
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s.t. tr{P̂} ≤ tr{P̌max}, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max} and Φ̂nn � 0, (2.65)

which is clearly concave in P̂ (as ∀ k = 1..K − 1 : αk − αk+1 ≥ 0) and convex in Φ̂nn.
It can thus be solved through interior point methods or gradient-based approaches [BV04],
where the latter has been proposed for the case of a sum power constraint in the downlink
in [VVH03], and for the case of per-antenna-(group) power constraints in [YL07].

For linear precoding techniques and/or under the impact of imperfect channel estimation,
however, the optimization problem in (2.65) is no longer concave in P̂. In this work, we
calculate downlink rate regions by performing a brute force search over different dual uplink
power allocations P̂, for which we iteratively

• update the weights α1..αK to ensure that these correspond to the gradient of the rate
region in the desired point, and

• update the uplink noise covariance Φ̂nn via a gradient technique, such that it remains
within the polyhedron defined by tr{Φ̂nnP̌

max} ≤ σ2tr{P̌max} and Φ̂nn � 0.

The algorithm is stated in detail in Appendix D.3.
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2.3.4 Capacity Region without BS Cooperation

If no cooperation is possible between BSs, each transmission to a UE may only origin from
one BS, i.e. all elements of the involved precoding vector are constrained to zero except for
those connected to exactly this BS [MF07c]. If multiple BSs were involved in the transmission
to a single UE k, the corresponding message F̌k would have to be provided to the BSs by the
network, or exchanged among BSs, requiring additional backhaul traffic. However, we have
the possibility that two or more UEs can be served by the same BS, such that DPC techniques
can be applied locally, which would correspond to local successive interference cancellation in
the dual uplink. In this case, other BSs might simply be turned off, though this situation is
rarer if per-antenna power constraints are considered than in the uplink, as turning off BSs
of course means giving up potential transmit power.

We initially establish an inner bound on the capacity region assuming that the trans-
mission to a UE k ∈ K is treated as interference by all other UEs, unless DPC techniques
are used such that this interference does not affect certain other UEs. Then, we extend the
capacity region through the concept of common messages that are decoded by multiple UEs
for interference reduction. For both cases, we make use of variable m ∈ {1..M}[K×1], where
each element mk denotes the BS index that is serving UE k, and state the following theorem:

Lemma 2.3.4 (Downlink SINR under imperfect CSI and without BS cooperation). With-
out BS cooperation, under imperfect CSI and using linear precoding and/or DPC techniques
(where in the latter case we assume without loss of generality that streams are encoded in the
order K..1 whenever these are transmitted from the same BS), the achievable downlink SINR
at each UE k ∈ K can be lower-bounded as
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∣ēBS

a,kwa,j

∣
∣
2

︸ ︷︷ ︸

Add. imp. of BS CSI

+
K∑

j=1

NBS∑

a=1

∣
∣ēBS
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(2.66)
Here, Ψm = ∆ ([Πant]m) is a diagonal matrix with ones only in the diagonal elements

connected to the indices of the antennas of BS m, and Πant ∈ {0, 1}[NBS×M ] denotes the
connection between antenna indices and BS indices. We have J1(k) = J2(k) = K \ k for
linear precoding and J1(k) = {j ∈ K : j < k ∨ mj 6= mk} and J2(k) = {j ∈ K : j 6=
k ∨ (∃ j′ ≥ k : mj′ = mk)} if DPC techniques can be exploited.

Proof. The proof is a straightforward extension of Lemma 2.3.2 to the fact that only certain
BS antennas can be used to transmit to particular users, and that only groups of UEs served
by the same BS can benefit from DPC.

The same uplink-downlink duality concept as in the last section can be applied, such that
an inner bound on the capacity region can be stated as in the following theorem:

Theorem 2.3.5 (Downlink capacity region under imperfect CSI and without BS cooper-
ation). The capacity region of a downlink transmission from M non-cooperative BSs with
Nbs antennas each to K non-cooperative UEs with 1 antenna each, according to (2.54),
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with imperfect CSI and per-antenna or sum power constraints, can be inner-bounded through
the capacity region given through all rate tuples r ∈ Ř0 that fulfill ∀k ∈ K : rk ≥ 0 and
∀α1 ≥ α2 ≥ · · · ≥ αK ≥ 0 with
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ēe,BS
j

(
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s.t. tr{P̂} ≤ tr{P̌max}, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max}

︸ ︷︷ ︸

Per-antenna power constraint

or Φ̂nn = σ2I
︸ ︷︷ ︸

Sum power

. (2.67)

As before, Ψm = ∆ ([Πant]m) and J ∗
1 (k) and J ∗

2 (k) are again the dual sets to J1(k) and
J2(k), respectively, as defined before. The last line in (2.67) reduces to (2.63) under a sum
power constraint.

Proof. The proof is a straightforward extension of Theorem 2.3.3 to the SINR statement in
Lemma 2.3.4. Following the lines of Theorem 2.3.3, it can be shown that the term Ψ introduced
in (2.66), which is directly coupled to the employed precoding vectors in the downlink, is
coupled to the receive filters in the dual uplink. Note that the order of the minimization and
maximization operations in (2.67) is important. In particular, the rates must be minimized
over all possible uplink covariance matrices Φ̂nn for a given uplink power allocation P̂ (see
Appendix C), but are finally maximized over all possible BS-UE assignments m.

Common Message Concepts

The capacity region stated through Theorem 2.3.5 can be extended if common message con-
cepts are used as in the uplink in Section 2.2.4. In this case, the UEs can decode and re-
move parts of the interference from transmissions targeted to other UEs. As observed in
the uplink, however, such techniques are only beneficial in regimes of fairly strong interfer-
ence [Kra04]5. As we are typically considering downlink scenarios with multiple antennas at
each BS (Nbs > 1), the cases where even after local (non-cooperative) beamforming the inter-
ference is strong are quite rare, and hence the benefit of common message concepts is marginal.
To our knowledge, only few publications exist on multiple-antenna (MISO or MIMO) ICs,
where the capacity region is only given for few channel examples [JF07, HSU09] or the IC
is observed from a game theory point of view [SSB+09]. The interested reader is referred to
Appendix D.4, where an inner bound Řhk

0 ⊇ Ř0 on the rate region achievable without BS
cooperation, but with common message concepts and for arbitrary Nbs, is stated.

Frequency Division Multiplex

As in the uplink, we can also consider FDM, i.e. the possibility of splitting the spectrum
such that multiple transmissions can focus their transmit power on orthogonal resources and

5Note that the word ’strong’ here does not refer to the classification of ICs in, e.g. [Kra04]
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are free of inter-user interference. While FDM schemes have shown to be beneficial in the
uplink under strongly limited backhaul, the usage of such schemes is rather questionable in
the downlink, due to the following reasons:

• The main advantage of FDM as opposed to TDM is to mitigate instantaneous transmit
power constraints, by transmitting at a higher spectral density on only a portion of the
system bandwidth. Clearly, there is no benefit at all of doing so in a downlink with a sum
power constraint, as then the rates achieved from FDM can never exceed those achieved
through a simple time-share between investing all transmit power into transmitting to
certain UEs.

• If backhaul enables a certain extent of BS cooperation, BS antennas are used for the
transmission to multiple UEs simultaneously. Also in this case, there is little benefit of
using FDM. Furthermore, FDM will usually be strongly inferior to any other scheme,
as it cannot exploit the spatial degrees of freedom the channel offers.

Hence, FDM is only interesting under per-antenna or per-base-station power constraints,
and only in regimes of no or minimal BS cooperation. Furthermore, its performance can simply
be upper-bounded through TDM under a sum power constraint, and we will see later that
the difference between a sum power and per-antenna power constraint is rather marginal for
most observed channels. For these reasons, we do not further observe FDM in the downlink.

Capacity Region Illustration

Figure 2.7 illustrates the previously derived inner bounds on capacity regions Ř0, Řhk
0 and

Ř∞ for an example channel with M = K = 2, Nbs = 1 and H = [1,
√

0.25;
√

0.5, 1] and
σ2 = 0.1, hence a SISO SNR of 10 dB. We observe these regions under perfect CSIT and
CSIR in Plot 2.7(a) (Np = Nb = ∞), and for limited CSI in the right plot 2.7(b) (Np = 2
and Nb = 6). The latter choice of parameters is motivated in Appendix E. In both cases, we
consider either a sum power constraint with P̌max = 2, or per-antenna power constraints with
P̌max = I, such that the sum power in both cases is the same. For infinite BS cooperation,
we distinguish between schemes based on DPC (filled markers) and those based on linear
precoding (hollow markers), a notation we will use for the downlink in the remainder of this
thesis. In principle, local precoding to multiple UEs at one BS, making use of DPC, can be
an interesting option, but not for this particular channel example with Nbs = 1.

We can see that the impact of per-antenna power constraints is rather minimal, and mainly
affects the sides of the capacity regions, but not so much the point where the UE sum-rate
would be maximized. Furthermore, we can see that DPC can partially mitigate the detrimental
effects of per-antenna power constraints. In this example, the introduction of imperfect CSI
leads to a significant decrease of rates, but this effects all schemes almost equally. We can,
however, see that the gain of DPC over pure linear precoding techniques is slightly reduced,
an aspect we will observe in detail in Section 3.4.1. One main effect of imperfect CSI is that
now, the gain of common message concepts (HK) in the non-cooperative regime is strongly
reduced. This is due to the fact that the decoding of interference is less beneficial, as imperfect
CSI has significantly increased the level of background noise. For this reason, and the before
mentioned aspect that such Han-Kobayashi schemes are computationally complex to optimize,
we will not consider these further in the remainder of this work.
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Figure 2.7: Downlink capacity region under no or infinite BS cooperation.

2.3.5 Basic Base Station Cooperation Schemes

We now observe the case of a downlink transmission under a limited backhaul infrastucture
B̌max. We must first of all mention a major difference of the downlink as compared to the
uplink, namely the fact that in the downlink the performance of infinite BS cooperation can
already be achieved with a finite amount of backhaul. More precisely, if e.g. all M BSs are
involved in the joint transmission to all K UEs, then the maximum extent of cooperation is
possible if all messages to be transmitted to all UEs are provided to each single BS6. In this
case, the sum capacity of backhaul infrastructure required is simply M times the sum rate
of all UEs, as opposed to once the sum rate of all UEs in a conventional system. This means
that the required backhaul grows quadratically in the number of cooperating cells, assuming
one BS and one UE on each resource per cooperating cell. As the number of BSs jointly
transmitting to UEs is limited through various other aspects, such as synchronization [KF10],
multi-cell channel estimation and signaling, one might conclude that the backhaul required
in the downlink is in fact a minor issue. However, we will now state cooperation schemes that
were introduced in [MF08c] and allow for a further, in some cases significant improvement of
the rate/backhaul trade-off.

• Unquantized Message based Cooperation (UMC). A rather intuitive approach
is to let each BS be provided only with the messages connected to the terminals to
which it has a link strong enough to have a reasonable beamforming contribution. This
scheme has the benefit of a fairly limited number of degrees of freedom, as each BS is
either provided with a particular message or not.

• Quantized Sequence based Cooperation (QSC). The rate/backhaul trade-off can
be further improved by allowing BSs to be provided with quantized versions q(X) of the
sequences to be transmitted to particular UEs. This is beneficial if the link from a BS

6In addition, the cooperating BSs will also need to exchange channel knowledge, as discussed later.
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to a certain UE is rather weak, and where the additional backhaul invested into this
link should somehow reflect the importance of the beamforming contribution of the BS
to the UE. We can see immediately that in the context of QSC, source coding concepts
such as Slepian-Wolf or Wyner-Ziv are not applicable, as there is no side-information
the BSs could exploit when receiving quantized sequences from the network. Clearly, it
does not make sense to invest more bits into the quantization of a sequence than the
rate of the corresponding message itself. We assume in this work that the unquantized
message is provided to the BS if enough backhaul is available, such that QSC schemes
are always superior to UMC schemes.

• Distributed Antenna Systems (DAS). As in the uplink, it is also possible that BSs
are used as remote radio heads, i.e. that some BSs perform all required linear or non-
linear precoding, and then quantize and forward the calculated signals to other BSs for
transmission. We assume for simplicity that quantization is performed separately for
each transmit antenna, i.e. the BSs exchange q(Sm,a). While this approach is clearly
suboptimal, it facilitates the usage of uplink/downlink duality, as we will see later.

The different BS cooperation schemes will be illustrated for small scenarios in Section 3.4.2.
In the sequel, we describe a framework introduced in [MF09a] that allows to inner-bound the
capacity regions of all three cooperation schemes. All schemes have in common that a certain
extent of quantization noise is introduced at certain BSs when transmitting certain sequences7.
We can model this aspect through the auxiliary variable

C ∈ R
+[M×K]
0 , (2.68)

where each element ∀ m ∈ M, k ∈ K : cm,k denotes the number of quantization bits per
symbol the transmission contribution from BS m to UE k is subject to. Depending on the BS
cooperation scheme observed, variable C will then have different properties:

• If we generally only allow Unquantized Message based Cooperation (UMC), C
is constrained to C ∈ {0,∞}[M×K], hence a transmission from a BS m to a UE k is
either subject to cm,k = 0 or cm,k = ∞ quantization bits. In the first case, the BS has no
knowledge on the message F̌k at all, and participating in beamforming to UE k would
mean dissipating pure noise. In the second case, the BS has perfect knowledge on F̌k

and can have a beamforming contribution to UE k free of any quantization noise.

• For Quantized Sequence based Cooperation (QSC), C can take on any arbitrary

value C ∈ R
+[M×K]
0 .

• For Distributed Antenna Systems (DAS), matrix C will have a certain structure,
e.g. for M = K = 3: C = [∞,∞,∞; γ2, γ2, γ2; γ3, γ3, γ3]. In this example, BS 1 knows
all messages F̌1 · · · F̌K and can transmit to all UEs free of quantization noise. It then
performs the precoding for BSs 2 and 3, and forwards the precoded signals with γ2

and γ3 quantization bits, respectively, to the other BSs. In this case, we assume for
simplification that the signals are quantized individually for each BS antenna such that
all 3 streams are equally subject to quantization. A better rate/distortion trade-off could
be achieved if the correlation of the transmit signals would be exploited, but this would
render an application of uplink/downlink duality difficult.

7We can see UMC as an approach where we either apply zero or infinite quantization bits to sequences
provided to BSs, as we will see later.
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Let us state the SINRs achievable by the UEs as in the following lemma:

Lemma 2.3.6 (Downlink SINR under imperfect CSI and limited BS cooperation). Under
backhaul-constrained BS cooperation with UMC, QSC or DAS concepts, imperfect CSI and
linear and/or non-linear precoding, the achievable downlink SINR of each UE k ∈ K can be
lower-bounded as
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where J1(k) = J2(k) = K \ k if only pure linear precoding techniques are used. In the case
of non-linear precoding, stating terms J1(k) and J2(k) becomes rather tedious, and we will
hence do this only for specific, small scenarios in Section 3.4.2. Terms ∀ k ∈ K : Ψk are now
used to model the impact of quantization noise, and are given as

∀ k ∈ K : Ψk = ∆
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Proof. The SINR expressions derived here are simply based on rate-distortion theory. Re-
gardless of whether quantization is applied to sequences (as for QSC, and virtually also for
UMC), or to signals transmitted from certain antennas (DAS), the useful signal terms emitted
by each BS antenna and connected to a certain UE are scaled down, and an antenna- and
UE-specific quantization noise term is introduced.

The scaling factors in (2.70) are based on rate distortion theory [CT06] and ensure that
the overall power emitted from the BS antennas does not change through the fact that pre-
coding has been performed based on quantized message knowledge. Hence, when a BS has
less knowledge on a certain UE message F̌ , the signal transmitted to this UE from any an-
tennas of the BS will consist of a larger portion of quantization noise, while the useful signal
contribution scales down in power. Note that the main difference between quantization noise
in UMC/QSC contexts or in DAS is that in the latter case all interference terms connected
to all channel coefficients are uncorrelated, and hence their powers simply sum up. For the
former cooperation schemes UMC or QSC, we assume that sequences are provided to BSs in
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a quantized form, and precoding is applied by the BS itself, such that the quantization noise
emitted from the different antennas of the same BS and connected to a certain sequence is
correlated. As opposed to the uplink, we here only observe performance based on the rate-
distortion bound. This is motivated through the fact that quantization is performed knowing
the original, discrete messages, where we assume that quantization codebooks can be used
that are optimized in advance. Based on Lemma 2.3.6, we can now state an inner-bound on
the capacity region through the following theorem:

Theorem 2.3.7 (Downlink capacity region under imperfect CSI and limited BS cooperation).
The capacity region of a downlink transmission from M BSs with Nbs antennas each to K UEs
with 1 antenna each, according to (2.54), where BS cooperation is constrained by a backhaul
infrastructure B̌max, with imperfect CSI and per-antenna or sum power constraints can be
inner-bounded through the capacity region given through all rate tuples r ∈ Řcoop(B̌

max) that
fulfill ∀ k ∈ K : rk ≥ 0 and ∀α1 ≥ α2 ≥ · · · ≥ αK ≥ 0 with

∑

k αk = 1

K∑

k=1

αkrk ≤ max
C: B̌req(C)�B̌max

min
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∣
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e
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Ψk

Φii(k) + Φqq(k) + ΦCSI(k) + Φ̂nn

∣
∣
∣
∣
∣

s.t. tr{P̂} ≤ tr{P̌max}
︸ ︷︷ ︸

Dual uplink power constraint

, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max}

︸ ︷︷ ︸

DL per-antenna power constraint

or Φ̂nn = σ2I
︸ ︷︷ ︸

DL sum power constraint

where Φii(k) =
∑
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Quantization noise when using UMC or QSC
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Quantization noise when using DAS

ΦCSI(k) =
∑

j∈J ∗
2 (k)

p̂j∆

(

ēe,BS
j

(

ēe,BS
j

)H
)

+
∑

j∈K

p̂j∆

(

ēe,UE
j

(

ēe,UE
j

)H
)

, (2.71)

where P̂ is again a diagonal matrix containing the dual uplink powers of the UEs, and
Φqq(k) = ∆

(
Φqq

1 (k),Φqq
2 (k), · · ·Φqq

M (k)
)

is a block-diagonal matrix. As before, J ∗
1 (k) and

J ∗
2 (k) are the dual sets to J1(k) and J2(k), respectively, with J ∗

i (k) = {j ∈ K : k ∈ Ji(j)}.
B̌req (C) is a function that states the required backhaul for a given message knowledge configu-
ration C. This is rather difficult to state in general, as it depends on the concrete cooperation
concept observed, and will hence be stated only for particular scenarios in this work.

Proof. The proof is a straightforward application of Theorem 2.3.3 to (2.69). Similarly as in
the proof of Theorem 2.3.5, scaling factors Ψ now connected to the impact of quantization
noise that are directly connected to precoding vectors in the downlink are connected to receive
filters in the dual uplink. The quantization in the downlink can hence be modeled by a
UE-specific receiver-side quantization in the dual uplink. Similarly, the quantization noise
introduced in the downlink can be seen as individual noise terms at each receive antenna
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impairing different UEs in the dual uplink. Note that as in Theorem 2.3.5, the order of
maximization and minimization in (2.71) is important, hence the rates are minimized over all
possible uplink covariance matrices Φ̂nn for a fixed power allocation P̂, and finally maximized
over all possible BS cooperation strategies described through C.

When DAS is applied, we assume as stated before that signal quantization is performed
per BS antenna, i.e. Φqq(k) has only non-zero values on the diagonal. For UMC or QSC, it
has a block-diagonal structure, as then quantization is performed per UE and per BS, and
the signal correlation between antennas of the same BS remains unaffected by quantization.

2.4 Performance and Backhaul-Constrained Capacity Regions

In the past sections, we have observed lower bounds on capacity regions for fixed extents
of backhaul invested into different BS cooperation schemes. Ultimately, we are interested in
the overall rate/backhaul trade-off achievable for different extents of backhaul infrastructure.
In [MF08e], the concept of performance regions was introduced, which capture both achievable
UE rates and the backhaul required to achieve these. We define a performance point Z as a
tuple of achievable rates and required backhaul, i.e.

Z = 〈r,B〉 , (2.72)

and define a performance region connected to an arbitrary BS cooperation scheme yz as

Zyz∗ =
⋃

{〈r,B〉 : ∃ W : Breq (W) ≤ B ∧ r ∈ Ryz (W)} , (2.73)

where W is any kind of set of parameters, depending on which scheme is observed. Matrix
Breq(W) is the backhaul required under a set of parameters, and Ryz(W) is an achievable
rate region of the involved UEs under this set of parameters. Equation (2.73) basically defines
a performance region as all tuples of rates and backhaul such that the rates can be achieved
with the corresponding backhaul. The convex hull operation denoted through

⋃
assures that

any weighted combination of cooperation strategies can also be performed using time-sharing.
It can for example be beneficial to perform a time-share between non-cooperative decoding
and a DAS strategy with a reasonable extent of backhaul, rather than using DAS with little
backhaul, due to the concavity of the rate-backhaul function. As an example, we can state
the performance region of combined DIS, CIF and DAS approaches in the uplink as

Ẑcoop∗ =
⋃{

〈r,B〉 : ∃ B̂dis, B̂cif, B̂das, B̂net :

B̂dis + B̂cif + B̂das + B̂net ≤ B ∧ r ∈ R̂coop
(

B̂dis, B̂cif, B̂das, B̂net
)}

(2.74)

Even for a setup with few BSs, the number of involved backhaul links described in B
becomes large, and corresponding performance regions are of high dimensionality. In this
work, we hence draw our attention to the sum backhaul required by various BS cooperation
schemes in addition to a non-cooperative system. As our models in both uplink and downlink
also allow encoding, precoding or decoding to take place at a central network entity, we have
to consider for a fair comparison of cooperative and non-cooperative concepts that in such
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Figure 2.8: Uplink performance region for different CoMP schemes.

case the data bits need not be forwarded to or from the network any more. We compute this
extent of additional sum backhaul as

β = β (r,B) = 1TB1 − 1T r, (2.75)

which is simply the sum backhaul required on all links (between BSs as well as between BSs
and the network) minus the backhaul which would be required in a non-cooperative system,
which is nothing else than the sum rate of all UEs. This lets us now define a performance
region with only K + 1 dimensions for any arbitrary cooperation scheme yz as

Zyz =
⋃

{〈r, β〉 : ∃ W : β (r,Breq (W)) ≤ β ∧ r ∈ Ryz (W)} , (2.76)

or again, for the example of any arbitrary DIS/CIF/DAS combination in the uplink,

Ẑcoop =
⋃{

〈r, β〉 : ∃ B̂dis, B̂cif, B̂das, B̂net :

β
(

r, B̂dis + B̂cif + B̂das + B̂net
)

≤ β ∧ r ∈ R̂coop
(

B̂dis, B̂cif, B̂das, B̂net
)}

. (2.77)

Finally, the notion of backhaul-constrained capacity regions was introduced in [MF08e].
These capacity regions are connected to a particular sum backhaul constraint, but implicitly
allow time-sharing along the backhaul dimension. For any arbitrary cooperation scheme yz,
we define the constrained rate region w.r.t. a sum backhaul of β as

Ryz
β =

{
r :

〈
r, β′

〉
∈ Zyz ∧ β′ ≤ β

}
. (2.78)

Illustrations

Let us now show performance regions and constrained rate regions for exemplary uplink and
downlink cooperation schemes. Figure 2.8 shows the performance region of DIS, CIF, FDM
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or DAS-based cooperation in an uplink setup with M = K = 2 and Nbs = 1, again for the
previous example channel H = [1,

√
0.25;

√
0.5, 1], σ2 = 0.1 (hence SISO SNR = 10 dB) and

Np = 2. The specific cooperation schemes observed are

1. DIS, where either a) UE 1 is decoded by BS 1 and the bits then forwarded to BS 2
(meaning that power is only invested into messages F̂1 := {F̂ 1→2

1 } and F̂2 = {F̂ 2
2 }),

or b) UE 2 is decoded by BS 2 and the bits then forwarded to BS 1 (using messages
F̂1 = {F̂ 1

1 } and F̂2 = {F̂ 2→1
2 }).

2. CIF, where either a) UE 1 is decoded by BS 1 and the corresponding transmit sequence
X̂1 then quantized and forwarded to BS 2 (employing messages F̂1 := {F̂ 1;2

1 } and
F̂2 = {F̂ 2

2 }), or b) UE 2 is decoded by BS 2 and the corresponding transmit sequences
then forwarded to BS 1 (with messages F̂1 = {F̂ 1

1 } and F̂2 = {F̂ 2;1
2 }).

3. DAS, where either a) BS 1 compresses and forwards all received signals to BS 2, where
both UEs are decoded (employing F̂1 = {F̂ 2

1 } and F̂2 = {F̂ 2
2 }), or b) BS 2 compresses

and forwards all received signals to BS 1 (employing F̂1 = {F̂ 1
1 } and F̂2 = {F̂ 1

2 }).
4. DAS-enhanced FDM scheme, where the two UEs transmit on orthogonal resources.

In this two-user-setup, we plot the rates of the UEs on the x- and y-axis, respectively, while
we plot the required backhaul on the z-axis, where lower points mean more backhaul. The top
surface of the performance region hence illustrates the capacity region of the UEs without BS
cooperation, while the intersection of the performance region with the x-y plane approximates
the capacity region for infinite BS cooperation. Note that we have here only considered BS
cooperation schemes under practical considerations, hence without source coding concepts,
and CIF and DAS concepts are based on the assumption of a practical quantizer. We can
see that for the example channel, FDM schemes are beneficial in the regime of no or hardly
any backhaul (as already suggested through Figure 2.3 in Section 2.2.4), DIS concepts are
interesting for low backhaul, whereas DAS is the only scheme that provides spatial multiplex-
ing gain and approaches the MAC region for a large extent of available backhaul. CIF is not
visible at all, as it is always inferior to the other schemes in any parts of the performance
region for this particular channel example.

For the same uplink cooperation schemes, Figure 2.9 now illustrates constrained capacity
regions for a sum backhaul extent of β = 2. We compare these capacity regions to those for no
(R̂0) or infinite BS cooperation (R̂∞), as derived in Section 2.2.5. All four cooperation schemes
are shown as areas, where the difference between the inner and outer bounds of the area
emphasizes the difference between practical schemes and information theoretic limits. For DAS
concepts, for instance, the outer bound of the area denotes the performance of the best known
information theoretic scheme using source coding to exploit inter-BS signal correlation. The
thick line within the area denotes operation on the rate/distortion bound, but without source
coding, whereas the inner bound of the area corresponds to the performance of a practical
quantizer, as introduced in Section 2.2.5. The same holds for all other compared approaches,
except that for DIS, practical quantization is not applicable, and for this particular channel
realization there is no benefit of source coding, as we will see later in Section 3.3.2.

For the downlink schemes introduced in Section 2.3.5, we show exemplary constrained rate
regions in Figure 2.10, for the same channel matrix as before, imperfect CSI with Np = 2,
Nb = 6, and per-antenna power constraints with P̌max = I. We observe the following BS
cooperation schemes, as before for a sum backhaul constraint of β = 2 bits/channel use:
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Figure 2.9: Backhaul-constrained uplink capacity region for different CoMP schemes.
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1. UMC, where variable C can take on values C ∈ {[∞, 0; 0,∞], [∞,∞; 0,∞], [∞, 0;∞,∞],
[∞,∞;∞,∞]}. Hence, we assume that each BS m is always supplied with the message
connected to the UE with the same index k = m, and optionally with knowledge on the
message targeted to the other UE.

2. QSC, where the intermediate variable C can take on values C ∈ {[∞, γ; δ,∞], where
γ, δ ∈ R

+
0 can take on arbitrary values. Hence, we assume that each BS m is always

supplied with the message connected to the UE with the same index k = m, and
optionally with quantized knowledge on the sequences targeted to the other UE.

3. DAS, where either BS 1 is supplied with the messages targeted to both UEs, performs
DPC, and then forwards precoded and quantized signals to the other BS (hence C ∈
{[∞,∞; γ, γ]}, where γ ∈ R

+
0 can take on arbitrary values), or vice versa (with C ∈

{[γ, γ;∞,∞]}).

For the considered UMC and QSC schemes, the required sum backhaul can be stated
as β(r,Breq(C)) = min(c1,1, c2,1, r1) + min(c1,2, c2,2, r2), from which we can see that the re-
quired backhaul (beyond that of a conventional, non-cooperative system) is at most r1 + r2,
corresponding to our discussion before. For DAS, the required sum backhaul is given as
β(r,Breq(C)) = min(c1,1, c2,1, c1,2, c2,2). Note that for UMC and QSC schemes, we only
consider linear precoding, as the performance of DPC would depend on the exact message
knowledge at the different BSs, requiring the consideration of many more sub-cases, as done
in [MF09a]. As this becomes highly tedious even for moderately sized scenarios, we will gen-
erally constrain ourselves to UMC and QSC schemes under linear precoding in this work.

In this example, it appears that DAS schemes are superior to UMC or QSC, but we will see
in Section 3.4.2 that this is in fact rarely the case for Nbs > 1, as then DAS-based quantization
becomes inefficient. UMC and QSC here perform equally, though we will see in Section 3.4.2
that QSC can gain ground over UMC schemes in regimes of very weak interference.

2.5 Summary

In this chapter, information theoretical models were derived to observe inner bounds on ca-
pacity regions under no, backhaul-constrained or infinite BS cooperation. The models take
into consideration the detrimental impact of imperfect channel knowledge at base station
and terminal side. A multitude of BS cooperation schemes was considered, and the con-
cept of performance regions was introduced, which facilitate a comprehensive analysis of the
rate/backhaul trade-offs achievable with these schemes.

One key finding in this chapter is that in both uplink and downlink, the impact of imperfect
channel knowledge can be modeled as an additional noise term, which is the same for any
employed BS cooperation scheme. We will see in the next chapter, however, that this narrows
down the scenarios in which CoMP is attractive, hence rendering certain BS cooperation
schemes more relevant than others.

A major contribution of this chapter was the statement of a general model for a large vari-
ety of downlink BS cooperation schemes that strongly facilitates achievable rate computation
through the notion of uplink/downlink duality.



Chapter 3

Information-Theoretic Analysis

In this chapter, we investigate the performance of the CoMP schemes in uplink and downlink
that were introduced in the last chapter through analytical and numerical analysis. We observe
small and simplified scenarios, for which we derive basic, qualitative rules of how base stations
should cooperate in order to optimize the rate/backhaul trade-off. The results reveal the po-
tential gains of CoMP in uplink and downlink, the extent of backhaul required to obtain major
portions of these gains, and the potential of improving the rate/backhaul trade-off by adaptively
switching between different cooperation schemes according to the channel realization.

We will first define some general concepts in Sections 3.1 and 3.2, before analyzing the
uplink and downlink in Sections 3.3 and 3.4, respectively. Both sections are concluded with a
summary on the key findings.

3.1 Scenarios, Channels and Metrics Considered

We consider scenarios of either M = K = 2 or M = K = 3 BSs and UEs, which are reasonably
easy to analyze, while the latter case already yields results that are also valuable for a system
level observation of CoMP (see Chapter 4). The stated scenarios are illustrated in Figure 3.1,
where we can see that for each UE k ∈ K a normalized BS-UE distance 0 ≤ dk ≤ 1 states
whether the UE is closer to the BS with the same index m = k (small value of dk), at the
cell edge between all involved BSs (dk = 0.5), or even closer to other BSs than to BS m = k
(dk > 0.5). We will later show plots where the performance of CoMP schemes is given as a
function of these distance metrics, where we either observe

• symmetrical cases, where d1 = d2 and (for M = K = 3) d1 = d2 = d3 or

• asymmetrical cases, where d1 = 0.8 − d2 and (for M = K = 3) d3 = 0.4

We generally refer to d1 = d2 = 0.3 as a cell-center scenario, where the UEs are roughly
in the middle between cell-edge and their BS. In the sequel, we denote with ∀ m ∈ M, k ∈
K : λm,k the linear path gain (in terms of power, not signal amplitude) between BS m and
UE k. To compute these path gains as a function of the distance metrics dk, we consider a
simple flat-plane path loss model assuming omni-directional antennas, where the path loss is
given as [PS95]

PL (d) = θ · 10 · log10

(
d

1km

)

[dB]. (3.1)
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Figure 3.1: Scenarios considered in the uplink and downlink analysis in this chapter.

We use a path loss exponent of θ = 3.5 in the remainder of this chapter, which is often
used for the analysis of cellular systems with carrier frequencies around 2 GHz. The exact
calculation of path gains λm,k differs for uplink and downlink, and will be explained in the
sequel.

3.1.1 Uplink

In the uplink of an LTE system, power control is applied, which means that UEs transmit in
such a way that the receive power density at one single BS is constrained to within a certain
region. We refer to this as single-BS power control. If the receive power is outside this region,
the BSs send simple power control commands to the UEs to increase or decrease the transmit
power, when necessary1. Obviously, the maximum transmit power of a UE is limited, hence a
UE in a deep fade might not be able to reach the target receive power density. For simplicity,
we assume in this chapter that a UE can always achieve the receive power target, but will
consider the power limitation in system level simulations in Chapter 4.

In this work, we furthermore observe multi-cell power control (mcpc.), where the transmit
power of each UE is adjusted such that the sum receive power density at all observed BSs is
controlled. We will see in Section 3.3.1 that this provides a more homogeneous performance
regardless of the UE positions in conjunction with CoMP schemes.

In both cases, we model power control into the channel matrix, hence each channel column
is scaled according to the assigned transmit power of the corresponding UE, assuming that
the receive power target is exactly fulfilled. For our later analysis, we can then fix the (virtual)
transmit power after channel normalization to p̂max = 1[K×1]. For single-BS power control, we
assume that the target receive power density is chosen such that each UE obtains a SISO SNR
of 10 dB, a value which has been motivated through system level simulations in Chapter 4.
Here, the noise component in the term SNR also contains the inter-cell interference generated

1Note that the target receive power may be a function of the UE location, depending on an operator’s exact
implementation, but we assume here that the value is constant.
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Figure 3.2: Uplink transmit power and path gain as a function of UE location.

by UEs outside the considered setup. Based on (3.1), we can now calculate the assigned
transmit power ξk for each UE for M = K = 2 as

∀ k ∈ {1, 2} : ξk =

{
(min(dk, 1 − dk) · dISD)θ single-BS pwr. cntrl.

χ2 ·
(

(dkdISD)−θ + ((1 − dk) dISD)−θ
)−1

multi-cell pwr. cntrl.

(3.2)
where dISD = 0.5 is the inter-site-distance (ISD) in km and θ the pathloss exponent introduced
in Section 3.1. Obviously, the two different power control schemes as explained before differ
not only in the assigned transmit power at a certain UE location dk, but also in the average
transmit power over all possible UE locations, such that we use the normalization factor χ2

in (3.2) to ensure a fair comparison of both schemes. The factor is computed as

χ2 = 4 ·
0.5∫

0

(d · dISD)θ

(

(d · dISD)−θ + ((1 − d) dISD)−θ
)−1 · d dd ≈ 1.21, (3.3)

taking into consideration that, due to geometry, the probability that a UE is located at a
certain distance min(d, 1 − d) from any BS increases proportionally to this distance. The
corresponding path gains λm,k can now be stated as

∀ k ∈ {1, 2} : λk,k = ξk · (dkdISD)−θ , ∀ m, k ∈ {1, 2}, m 6= k : λm,k = ξk · ((1 − dk)dISD)−θ .
(3.4)

The impact of the two different power control schemes is illustrated in Figure 3.2, where
the transmit power of UE 1 (normalized to its average transmit power ξ̄1 over the cell area)
is shown as a function of its location d1 in the left plot, and the resulting transmit-power-
normalized path gain is shown in the right plot. For single-BS power control, we can see that
for increasing d1, the path gain to BS 2 (λ2,1) strongly increases A . This is because not only
the path loss decreases due to (3.1), but also the transmit power increases, as the UE becomes
more distant to BS 1, to which the receive power is fixed. Beyond the cell edge (d1 ≥ 0.5),
this path gain remains constant B , as then the power control is performed w.r.t. BS 2, such
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that the path loss is fully compensated. For multi-cell power control, the normalization factor
χ2 is visible close to the cell-center C , yielding a path gain of 10log10(1.21) ≈ 0.8 dB. For
M = K = 3 and again a noise variance of σ2 = 0.1, we state

∀k ∈ {1, 2, 3} : ξk =







(

min(d̄k, d̃k)
)θ

single-BS pwr. cntrl.

χ3 ·
(

d̄−θ
k + 2 · d̃−θ

k

)−1
multi-cell pwr. cntrl.

(3.5)

where d̄k = 2 · tan(π/6) · dISD · dk is the distance from UE k to its BS with the same index
m = k, and d̃k =

√

(dISD/2)2 + (cos(π/6) · dISD − d̄k)2 is the distance from UE k to all BSs
m 6= k. χ3 is again a normalization factor ensuring a fair comparison of the power control
schemes, calculated upon the same geometrical considerations as before as

χ3 = 4 ·
0.5∫

0

(

min(d̄k, d̃k)
)θ

(

d̄−θ
k + 2 · d̃−θ

k

)−1 · d dd ≈ 1.48. (3.6)

The path gains λm,k are then given as

∀k ∈ {1, 2, 3} : λk,k = ξk · d̄−θ
k , ∀m, k ∈ {1, 2, 3}, m 6= k : λm,k = ξk · d̃−θ

k . (3.7)

3.1.2 Downlink

In the downlink, power control is typically not applied [McC07], hence we calculate the path
gains directly from (3.1) without normalization w.r.t. assigned transmit power. We assume
that the SISO SNR at the cell edge is 10 dB, which means that the thermal noise and the
interference from outside the system of M cells that we are observing now is 10 dB weaker
than the received signal if one of the BS antennas transmits at unit power. Again, the choice
of SISO SNR at this point is motivated through system level observations in Chapter 4. For
the case of M = K = 2, the stated SNR normalization at the cell edge given a noise variance
of σ2 = 0.1 and using (3.1) leads to

∀ k ∈ {1, 2} : λk,k =

(
0.5

dk

)θ

, and ∀ m, k ∈ {1, 2}, m 6= k : λm,k =

(
0.5

1 − dk

)θ

, (3.8)

due to the simple symmetry of the setup. For the case of M = K = 3, we can derive

∀ k ∈ {1, 2, 3} : λk,k =

(
0.5

dk

)θ

, and

∀ m, k ∈ {1, 2, 3}, m 6= k : λm,k =




tanπ

6
√

1
4 +

(
cosπ

6 − dk · tanπ
6

)2





θ

. (3.9)

Note that as long as we fix the cell-edge SNR, the path gains in both (3.8) and (3.9) are
independent of the inter-site distance. The system level simulations, however, on which our
assumptions here are based, used a specific inter-site distance of dISD = 500 m.
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3.1.3 Channel Matrices

Based on the derived path gains, we now define representative channel matrices for both
uplink and downlink as

H =







√
λ1,1

√
λ1,2e

j(−ϕAb/2−ϕAB/2)
√

λ1,1

√
λ1,2e

j(+ϕAb/2−ϕAB/2)
√

λ2,1e
j(−ϕBa/2−ϕAB/2)

√
λ2,2√

λ2,1e
j(+ϕBa/2−ϕAB/2)

√
λ2,2







(3.10)

for the case of M = K = 2, and

H =












√
λ1,1

√
λ1,2e

j(−ϕAb/2−ϕAB/2)
√

λ1,3e
−j(ϕAc/2−ϕAC/2)

√
λ1,1

√
λ1,2e

j(+ϕAb/2−ϕAB/2)
√

λ1,3e
j(+ϕAc/2−ϕAC/2)

√
λ2,1e

j(−ϕBa/2−ϕAB/2)
√

λ2,2

√
λ2,3e

j(−ϕBc/2−ϕBC/2)
√

λ2,1e
j(+ϕBa/2−ϕAB/2)

√
λ2,2

√
λ2,3e

j(+ϕBc/2−ϕBC/2)
√

λ3,1e
j(−ϕCa/2−ϕAC/2)

√
λ3,2e

j(−ϕCb/2−ϕBC/2)
√

λ3,3√
λ3,1e

j(+ϕCa/2−ϕAC/2)
√

λ3,2e
j(+ϕCb/2−ϕBC/2)

√
λ3,3












(3.11)

for M = K = 3, in both cases for Nbs = 2. Angles ϕAb and ϕBa (and for M = K =
3 also ϕAc, ϕCa, ϕBc and ϕCb) are connected to the orthogonality of the channel as seen
by BSs 1 and 2, respectively, hence they are a measure for the capability of the BSs to
spatially separate the UEs without BS cooperation. Angles ϕAB, ϕBC and ϕAC are measures
for the orthogonality of the joint channel between two BSs, hence for the additional spatial
multiplexing gain that cooperation between these two BSs can yield. Note that other authors
use the orthogonality defect [MG02] of a channel as a measure, but this does not enable such an
illustrative differentiation of local and compound orthogonality. As in our simplified channel
matrices the links from the two antennas of a BS to any UE have equal path gain, we have
removed additional degrees of freedom, and per-antenna power constraints in the sequel in
fact correspond to per-BS power constraints. Still, we believe that we have captured the most
important aspects connected to a channel realization in a strongly limited set of parameters.
An extension of the conclusions in the next sections to larger scenarios will be discussed in
Section 5.3.

3.1.4 Sum Rate and Common Rate

In both the uplink and downlink analysis, we will not observe complete constrained rate
regions as before in Chapter 2, but consider the point of operation (e.g. a power allocation,
certain cooperation strategy or possibly a time-share between strategies) where either the
sum rate or the common rate of the involved UEs is maximized for a given sum backhaul β.
These quantities are written as

fs (Rβ) = max
r∈Rβ

rT1 and fc (Rβ) = max
r∈Rβ

min
k∈K

rk, (3.12)

respectively, where Rβ is the K-user backhaul-constrained capacity region of the cooperation
scheme under observation. Obviously, optimizing the sum rate can cause certain UEs to
have bad (or zero) rates, but we will see later in Chapter 4 that scheduling can be used
to obtain long-term fairness. Optimizing the common rate provides instantaneous fairness in
each channel access, which might be necessary for particular applications. As we consider both
extremes, we can extend our conclusions to any arbitrary optimization metric an operator
might chose in between.
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Figure 3.3: Illustration of the cut-set bound.

3.2 Cut-Set Bound

In the next sections, we will also make use of the cut-set bound [CT06] as an upper-bound on
the rate/backhaul trade-off achievable with any CoMP scheme. This basically states that an
achievable sum rate is upper-bounded through two constraints, which we want to explain for
the uplink here. An extension to the downlink is then straightforward.

On one hand, the sum rate in the uplink can obviously not exceed MAC performance,
i.e. the performance achievable with infinite BS cooperation. On the other hand, the sum
rate achievable given a certain extent of sum backhaul β cannot be larger than the sum rate
without cooperation plus the backhaul β provided. This would be the case where each bit of
backhaul results in one bit of sum rate increase. While this is intuitive and easy to describe in
such a way, a mathematical notation and illustration of the cut-set bound as done in [CT06]
is slightly more involved, as we have to consider different possible decoding strategies. For a
scenario with M = K = 2, we can upper-bound the sum rate rsum of the two UEs as

rsum ≤ I (S1, S2; Y1, Y2) (cut A, MAC bound) (3.13)

rsum ≤ max (ν1,2→1, ν1,2→2, ν1→1,2→2, ν1→2,2→1) where (3.14)

ν1,2→1 ≤ I (S1, S2; Y1) + β (cut B) (3.15)

ν1,2→2 ≤ I (S1, S2; Y2) + β (cut C) (3.16)

ν1→1,2→2 ≤ I (S1; Y1) + I (S2; Y2) + β (cut D) (3.17)

ν1→2,2→1 ≤ I (S1; Y2) + I (S2; Y1) + β (cut E). (3.18)

Clearly, the constraint given through (3.13) is the MAC bound, stating the sum rate
achievable if both BSs jointly decode both UEs under infinite backhaul. The second bound
in (3.14) is connected to the backhaul, and is defined by the best of four different decoding
strategies. In (3.15), BS 1 aims at decoding both UEs, where the sum rate is limited by the
mutual information between BS 1 and both UEs plus the backhaul rate. Note that this is based
on the assumption that the information passed over the backhaul is uncorrelated from the
received signals at BS 1, which is possible in theory if source coding concepts are employed.
Equation (3.16) states a sum rate bound for the case that BS 2 performs the decoding.
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Equations (3.17) and (3.16) finally capture the cases where each BS decodes exactly one UE,
and both share the backhaul for assisting each other in the decoding process. Each of the five
bounds stated above corresponds to a certain information flow in the CoMP setup. Using the
concept of max-flow min-cut [FF62], we can hence express the cut-set bound as

rsum = min (cut A, max (cut B, cut C, cut D, cut E)) , (3.19)

where the cuts are illustrated in Figure 3.3. Note that the authors in [dCS08, dS08] also
define a cut-set bound for backhaul-constrained CoMP, but only consider centralized decoding
concepts at a fixed BS. In their model, the cut-set bound hence reduces to min(cut A, cut B).

3.3 Uplink Analysis

We will now investigate the uplink CoMP schemes introduced in Section 2.2.5 in detail.
Specifically, we want to find answers to the questions

• Which CoMP gains can generally be expected in the scenarios observed, and how do
these gains depend on CSIR and on the pathloss exponent? −→ see Section 3.3.1

• How do uplink CoMP schemes introduced in the last chapter perform in different channel
scenarios? −→ see Section 3.3.2

• How large is the benefit of exploiting inter-BS signal correlation through source coding
concepts, or using superposition coding at the UE side? −→ see Section 3.3.3

• What is the gain of using iterative BS cooperation concepts? −→ see Section 3.3.4

• Does it make sense to adaptively switch between different cooperation concepts? If yes,
on which thresholds should this adaptation be based? −→ see Section 3.3.5

• To which extent are the schemes affected by the channel orthogonality or background
noise level? −→ see Section 3.3.6

• How do the schemes perform in scenarios with M = K = 3, and what is the benefit of
combining different BS cooperation schemes in such setups? −→ see Section 3.3.7

3.3.1 Capacity Gains through CoMP in the Uplink

In this section, we want to analyze the potential capacity gains possible through CoMP in
the uplink, in order to later focus our attention on those scenarios where the largest gains
are expectable. Figure 3.4 shows lower bounds on sum rates achievable with no or infinite
BS cooperation, based on (2.17) and (2.11) from Sections 2.2.4 and 2.2.3, respectively. Note
that we do not consider superposition coding at this point, as we will do this separately
in Section 3.3.3. We here hence assume that each UE k ∈ K invests its transmit power
completely into one message F̂k. As stated in Section 3.1.1, we consider a SISO SNR of
10 dB on the main UE-BS links (i.e. P̂max = I and σ2 = 0.1, as single-BS power control
from (3.4) normalizes the links to unit gain). We furthermore consider the case of perfect
CSI, or two different cases of imperfect CSI, with Np = 1 or Np = 2, where the latter value
corresponds to observations in Appendix E. The left plots are based on single-BS power
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Figure 3.4: CoMP gain in uplink scenarios with M = K = 2 of average orthogonality.
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control, the right plots on the multi-cell power control described in Section 3.1. The upper
two plots consider a symmetrical channel with d1 = d2, all other plots an asymmetrical
channel with d1 = 0.8 − d2. We pursue a maximization of the UE sum rate, i.e. we observe
fs(R̂∞), fs(R̂0), except for the lower two plots, where the common rate is maximized (fc(R̂∞),
fc(R̂0)). For all plots, a channel matrix corresponding to (3.10) has been used with moderate
orthogonality, i.e. ϕAb = ϕBa = ϕAB = π/2. Such exemplary channel matrices allow us to
illustrate certain aspects better than e.g. Monte-Carlo simulation results, but we have also
performed such simulations to verify that the chosen angles do indeed represent channels of
average orthogonality (not shown here).

We first want to observe to which extent the sum rate of the UEs change depending on
the UE locations. Clearly, under single-BS power control, the power level at which a UE
is received by its dominant BS remains constant, while the extent of interference increases
towards the cell-edge. Under infinite BS cooperation, we can now identify two phenomena: On
one hand, rates tend to decrease towards the cell-edge, as a growing extent of interference can
not be canceled. This effect is especially pronounced if the compound channel orthogonality
is low, i.e. ϕAb, ϕBa, ϕAB are small. On the other hand, array gain increases in this regime of
interference. For our example of moderate channel orthogonality, the latter effect is dominant,
hence the UE sum rate increases towards the cell-edge A . Without BS cooperation, non-
cancelable interference generally lets the UE rates decrease towards the cell-edge, especially
for low ϕAb, ϕBa. A small performance peak, however, can be observed at the cell-edge B ,
which is the regime where it is beneficial to let one BS decode both UEs, applying SIC. This
effect is most prominent if max(ϕAb, ϕBa) is low, hence if none of the BSs is able to spatially
separate the UEs well with linear detection. Considering the observations made before for both
infinite and no BS cooperation, we can see that the relative gain of BS cooperation is typically
largest at the cell-edge [KRF07]. An exception are cases where the compound channel has a
major orthogonality defect, e.g. for ϕAb = ϕBa = ϕAB = π/4, which will be shown later in
Figure 3.12. An aspect not captured by our current observations is that cell-edge scenarios also
yield the largest diversity gain [SSZ04]. Regardless of the channel orthogonality, cooperation
yields only marginal benefit if both UEs are located in their cell-center C , where this gain
reduces further under imperfect channel knowledge D . Here, the weak interference links are
not only of little importance, but also subject to a major estimation error.

Under multi-cell power control, the sum rate under infinite BS cooperation in fact drops
at the cell-edge E , as power-control compensates for the potential array gain. The non-
cooperative performance suffers equally at this point F , as the UEs obtain 3 dB less power
than in the conventional power control case. Here, even SIC-decoding of both UEs by one BS
can hardly improve performance, as a weak SNR is the main problem. The better asymptotic
performance for the interference-free cell-center case G than under single-BS power control
is due to transmit power normalization. For asymmetrical channels and single-BS power
control, the sum rate increases when the asymmetry increases H , but decreases beyond the
point d1 ≥ 0.5, where both UEs are closer to the same BS and SIC decoding by this BS is
preferable I . Non-cooperative performance clearly remains the same beyond d1 ≥ 0.5 J , as
the path gain to the dominant BS remains constant. For multi-cell power control, the effects
noticed before are shifted in favor of cell-center UEs, enabling a similar performance over all
UE locations K . We can see that there is marginal difference between maximizing the sum
rate or the common rate in the uplink, as power control compensates for a UE’s path loss
disadvantages. We will hence focus on maximizing sum rates in the remainder of this section.
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Figure 3.5: CoMP gain in uplink scenarios with M = K = 3 of average orthogonality.

Clearly, single-BS power control leads to good fairness without BS cooperation L , whereas
multi-cell power control improves fairness under infinite BS cooperation M .

In Figure 3.5, we show the gain of BS cooperation for a larger scenario with M = K = 3,
again for a moderately orthogonal channel, in this case with ϕAc = ϕBa = ϕCb = 3/4π,
ϕAb = ϕBc = ϕCa = 3/2π and ϕAB = ϕBC = ϕAC = π/2. Now, the cooperation gains are
significantly larger, as each BS by itself does not have enough receive antennas to spatially
separate all three UEs. As in the two-cell case, the non-cooperative performance generally
decreases when the UEs are moved towards the cell-edge, except for a slight increase for
d ≥ 0.45 A , where local SIC is applied to (at least) two of the three UEs here. With multi-cell
power control, the decreased SINR at the cell-edge again renders SIC less attractive, leading
to a flat performance B . Note that the results for d1 = d2 = d3 are now not symmetrical
around di = 0.5, as moving a UE beyond the cell-edge means that it is moved in between the
two other BSs, as shown in Figure 3.1(a). All other observations, e.g. considering common
rate maximization, are similar to the two-cell case and hence not repeated here. In general,
multi-cell power control appears to be the desirable choice when BS cooperation is enabled,
offering a more homogeneous performance over the cell area. In addition, it leads to the fact
that radiated power is shifted towards cell centers, where it is less harmful to adjacent cells.

Impact of Imperfect CSIR and Pathloss Exponent

While Figures 3.4 and 3.5 reveal a large drop in capacity if channel knowledge is erroneous,
we can observe that the relative sum rate gain of CoMP at the cell-edge even increases when
CSI is less accurate. This is shown in Figure 3.6(a), where the CoMP gain is plotted for
cell-edge (d1 = d2 = d3 = 0.5), asymmetrical (d1 = 0.3, d2 = 0.5, d3 = 0.4) and cell-center
(d1 = d2 = d3 = 0.3) scenarios as a function of Np. The gain increase at the cell-edge
can be explained through the fact that BS cooperation alleviates the impact of imperfect
CSI through multi-path array gain. In other words, using more BS antennas for UE detection
(with uncorrelated channel estimation errors) makes the detection process more robust against
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Figure 3.6: Impact of imperfect CSIR and pathloss exponent on uplink CoMP.

these errors. Towards the cell-center, however, BS cooperation gains decrease with less CSI,
as then the estimation of the interference links becomes too erroneous to provide any benefit.

Figure 3.6(b) finally shows the BS cooperation gain as a function of pathloss exponent θ.
Obviously, the gain at the cell-edge is independent of θ, as our model normalizes the SINR
at this point to a constant value (see (3.2) and (3.5)). In the other cases, the cooperation
gain strongly decreases for an increasing pathloss exponent, as then the inter-cell interference
becomes insignificant. Let us conclude that

• Significant capacity gains are possible through uplink CoMP, especially at the cell-edge,
where we can achieve rate improvements of +43% in a two-cell setup, or +90% in a
three-cell setup, in both cases based on a channel of average orthogonality.

• The CoMP gains strongly decrease towards the cell-center, in particular under imperfect
CSIR, as then the weak interference links cannot be exploited.

• The relative gains of CoMP at the cell-edge, however, increase for a decreasing extent
of CSIR, as jointly using the receive antennas of both BSs yields array gain.

We will analyze the sensitivity of achievable sum rates to, e.g. the channel orthogonality
or SNR in Section 3.3.6.

3.3.2 Performance of Uplink CoMP Schemes for Specific Channels

We will now analyze the performance of the uplink BS cooperation schemes introduced in
Section 2.2.5 for a setup with M = K = 2 and Nbs = 2 under a sum backhaul constraint,
where it is possible to strongly simplify the models derived in Section 2.2.5. The antenna con-
figuration is the base-line setup considered for LTE [McC07]. Clearly, one could argue that
K = 4 UEs could be served on the same resource, as NBS = 4 BS antennas are available, but
this would render an analysis complex. We will, however, discuss the extension of our observa-
tions to setups with more UEs in Section 5.3.1. For now, we will initially consider cooperation
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schemes with one phase of information exchange between BSs, corresponding to our model
in Section 2.2.5, and look into iterative BS cooperation schemes later in Section 3.3.4.

Distributed Interference Subtraction (DIS)

A pure DIS scheme in a scenario of two cells implies that each BS aims at decoding exactly
one UE. If only one phase of information exchange is possible, this means that one of the BSs
decodes the transmission connected to one of the UEs and forwards the decoded data to the
other BS, such that this can decode the other UE under a lesser extent of interference. The
degrees of freedom in the role of the BSs and the assignment of UEs to BSs give us 4 possible
modes of BS cooperation, which have to be jointly considered, as an optimal operation point
might be a time-share thereof. Without loss of generality, we now constrain ourselves to one
of these possibilities, and assume that UE 1 transmits a superposition of two messages F̂ 1

1

and F̂ 1→2
1 , mapped onto sequences X̂1

1 and X̂1→2
1 . Both messages are decoded by BS 1, after

which message F̂ 1→2
1 is forwarded to BS 2, as illustrated in Figure 3.10(a). As we know from

Section 2.2.5, source coding can optionally be applied to exploit side-information at the DIS-
receiving BS. The concept of superposition coding here allows us to adjust the rate/backhaul
trade-off. We will see in Section 3.3.3, however, that a gain over simple schemes, where the
complete transmission of UE 1 is decoded and forwarded to BS 2 (i.e. message F̂ 1

1 is assigned
zero power), only exists for weak interference and very low backhaul [SSPS08b, SSPS09b].
For a given power allocation P = {ρF̂ 1

1
, ρF̂ 1→2

1
, ρF̂ 2

2
} and a sum backhaul β, the rate expressions

from Theorem 2.2.5 can now be simplified such that we obtain an inner bound on the capacity
region as all r ∈ R̂dis(P, β) that fulfill ∀ k ∈ {1, 2} : rk ≥ 0 and

r1 ≤ νF̂ 1
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1
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where Φhh
1 and Φhh

2 are channel estimation related noise covariances connected to BS 1 and
2, respectively, as defined in (2.9). We can see that the rate of UE 1 is the sum of the rates
of the two superimposed messages. The rate of the first message F̂ 1→2

1 is constrained on one
hand through the fact that it has to be decoded by BS 1 (suffering from the interference from
messages F̂ 1

1 and F̂ 2
2 ), and on the other hand by the rate of the backhaul plus the rate at

which it could be decoded by BS 2 without cooperation. Message F̂ 2
2 can then be decoded

free of interference from UE 1. Note that the decoding order at BS 1 is important, i.e. the
forwarded message has to be decoded first such that its rate is low compared to the extent of
interference power it represents. The performance region for this simplified DIS setup is then
given as Ẑdis =

⋃{〈r, β〉 : r ∈ R̂dis(P, β)}, where the convex hull is taken over all BS-UE
assignments, cooperation directions, power allocations, and extents of backhaul β.
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Compressed Interference Forwarding (CIF)

CIF is similar to DIS in the way that both BSs aim at decoding their UE individually, while one
BS offers the other BS a certain extent of interference subtraction. In this case, however, the
BSs exchange quantized transmit sequences instead of decoded messages. Using CIF schemes,
the rate/backhaul operation point can be adjusted through choosing an appropriate degree of
quantization, rather than using superposition, as in the case of DIS. This renders CIF more
suitable for practical implementation. It hence suffices if the UEs transmit messages F̂ 1;2

1

and F̂ 2
2 , respectively, mapped to X̂1;2

1 and X̂2
2 , as depicted in Figure 3.7(b). Having the same

degrees of freedom as in DIS, we again constrain ourselves to one cooperation case, where BS
1 decodes message F̂ 1;2

1 , calculates the originally transmitted sequence X̂1;2
1 =

√
ρF̂ 1;2

1
e(F̂ 1;2

1 )

and forwards a quantized version q(X̂1;2
1 ) of this sequence to BS 2. Optionally, a source-encoded

version s(q(X̂1;2
1 )) can be forwarded, exploiting side-information at BS 2. The latter BS then

reconstructs q(X̂1;2
1 ) and computes a version of its received signals Ỹ2 = Y2 − he

2,1q(X̂
1;2
1 ) with

a reduced extent of interference from UE 1, after which message F̂ 2
2 can finally be decoded.

An achievable rate region for a fixed power allocation P = {ρF̂ 1;2
1

, ρF̂ 2
2
} and sum backhaul β can

be simplified from Theorem 2.2.5 to all rates r ∈ R̂cif(P, β) with ∀ k ∈ {1, 2} : rk ≥ 0 and
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or ξF̂ 1;2
1

≥ ρF̂ 1;2
1

/2β if source coding is not applied. The performance region for CIF can be

stated as Ẑcif =
⋃{〈r, β〉 : r ∈ R̂cif(P, β)}, where the convex hull is again computed over all BS-

UE assignments, cooperation directions, power allocations, and extents of backhaul β.

Distributed Antenna System (DAS) - Decentralized Decoding

Let us first consider a decentralized DAS setup where both BSs still aim at decoding their
UEs locally, but assisted by an exchange of quantized receive signals between the BSs. Each
UE transmits exactly one message F̂ 1

1 and F̂ 2
2 , respectively, mapped onto sequences X̂1

1 and
X̂2

2 . Both BSs now create quantized versions q(Y1), q(Y2) of their received signals, and for-
ward these over the backhaul. Optionally, as usual, source coding can be applied, such that
s(q(Y1)), s(q(Y2)) are exchanged. Both BSs then use their received signals plus the informa-
tion provided over the backhaul to reconstruct q(Y1), q(Y2), and then decode messages F̂ 1

1 ,
F̂ 2

2 , respectively. This process is illustrated in Figure 3.7(c). An achievable rate region for a
given power allocation P and backhaul β can then be stated as all rates r ∈ R̂dasd(P, β) that



62 Information-Theoretic Analysis

Network

B BBS1 B BBS2

⊕ ⊕ ⊕ ⊕N1,1 N1,2 N2,1 N2,2

⊗ ⊗

UE1 UE2F̂ 1
1 F̂ 1→2

1 F̂ 2
2

S1 S2

Y1 Y2

F̂ 1
1 , F̂ 1→2

1 F̂ 2
2

F̂ 1→2
1 or s

(

F̂ 1→2
1

)

(a) DIS: One BS forwards a decoded message to
the other BS for (partial) interference subtraction.

Network

B BBS1 B BBS2

⊕ ⊕ ⊕ ⊕N1,1 N1,2 N2,1 N2,2

⊗ ⊗

UE1 UE2F̂ 1;2
1 F̂ 2

2

S1 S2

Y1 Y2

F̂ 1;2
1 F̂ 2

2

q
(

X̂1;2
1

)

or s
(

q
(

X̂1;2
1

))

(b) CIF: One BS forwards quantized interference to
the other BS for (partial) interference subtraction.

Network

B BBS1 B BBS2

⊕ ⊕ ⊕ ⊕N1,1 N1,2 N2,1 N2,2

⊗ ⊗

UE1 UE2F̂ 1
1 F̂ 2

2

S1 S2

Y1 Y2

F̂ 1
1 F̂ 2

2

q (Y1) or s (q (Y1))

q (Y2) or s (q (Y2))

(c) DAS (Decentr.): Both BSs simult. exchange
quantized receive signals, but decode UEs locally.

Network

B BBS1 B BBS2

⊕ ⊕ ⊕ ⊕N1,1 N1,2 N2,1 N2,2

⊗ ⊗

UE1 UE2F̂ 1
1 , F̂ 2

1 F̂
{1,2}
1 F̂ 2

2 F̂
{1,2}
2

S1 S2

Y1 Y2

F̂ 1
1

F̂
{1,2}
1 , F̂ 2

1 ,

F̂
{1,2}
2 , F̂ 2

2

q
(
Ȳ1
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Figure 3.7: Non-iterative uplink CoMP schemes for M = K = 2 analyzed in this chapter.
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under the backhaul constraint
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where ∀ m ∈ {1, 2} : Φyy
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is the same covariance, but conditioned on the signals received by the other BS. Note that we
here have the degree of freedom of investing different portions of the backhaul into the two
UEs, which could be exploited to increase fairness. One could further imagine that one BS
could first decode its UE, subtract the corresponding receive signals, and then forward quan-
tized signals to the other BS - a scheme we will observe separately in Section 3.3.4. The per-
formance region of decentralized DAS can be stated as Ẑdasd =

⋃{〈r, β〉 : r ∈ R̂dasd(P, β)},
where the convex hull is computed over all BS-UE assignments, backhaul distributions, power
allocations, and extents of backhaul β.

Distributed Antenna System (DAS) - Centralized Decoding

We will see later that for most channel realizations, it is better to perform DAS such that
the receiving BS decodes both UEs employing SIC. We will here again use the concept of
superposition coding and assume without loss of generality that the UEs transmit messages
F̂

{1,2}
1 and F̂

{1,2}
2 , respectively, that are to be decoded individually by both BSs, superimposed

by messages F̂ 2
1 and F̂ 2

2 , respectively, to be jointly decoded by BS 2. In addition, UE 1 may
invest part of its transmit power into a message F̂ 1

1 that is only locally decoded by BS 1.
This model hence reflects the concept of common messages, known to expand the capacity
region of the interference channel [HK81], and also known to be beneficial in connection with
DAS [MF08b], as well as the concept of local, non-cooperative decoding [SSS07a,SSS09]. For
our considered cooperation direction, BS 1 hence decodes messages F̂ 1

1 , F̂
{1,2}
1 and F̂
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2 , and

subtracts the corresponding transmitted sequences from the received signals to construct
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This is then quantized to q(Ȳ1) (and optionally source-encoded to s(q(Ȳ1))) and forwarded
to BS 2. The latter BS also decodes messages F̂

{1,2}
1 and F̂

{1,2}
2 and subtracts their impact

on the received signals Y2. It then uses the remaining signals plus the information provided
by BS 1 to finally decode messages F̂ 2

1 and F̂ 2
2 . For a fixed power allocation P and backhaul

β, the achievable rate region from Theorem 2.2.5 simplifies to all rates r ∈ R̂dasc(P, β) that
fulfill ∀ k ∈ {1, 2} : rk ≥ 0 and
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with the backhaul constraint
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assuming source coding or no source coding, respectively. In (3.31), we can see that decoding
is impaired not only by the quantization noise Φqq introduced, but also by residual interfer-
ence ρF̂ 1

1
he

2,1

(
he

2,1

)H that BS 2 sees, as it does not decode F̂ 1
1 . Analogue to the other schemes,

the performance region of centralized DAS is given as Ẑdasc =
⋃{〈r, β〉 : r ∈ R̂dasc(P, β)}, where

the convex hull is computed over all BS-UE assignments, choices of decoding BS, power
allocations, and extents of backhaul β.

Numerical Results

Figure 3.8 shows the sum rate achievable for different BS cooperation schemes as a function
of available sum backhaul for different, exemplary UE locations. As before, the sum rate
itself is maximized, assuming a SISO SNR in the cell-center of SNR = 10 dB, and Np = 2.
As in Section 2.4, the performance of the schemes DIS, CIF, DAS (Dec.) and DAS (Ctr.)
is not displayed as a single line, but as an area, illustrating the range between theory and
practice. More precisely, all upper bounds correspond to schemes making use of inter-BS signal
correlation through source coding techniques, the thick line in between denotes operation
on the rate-distortion bound, but without source coding, while the lower bounds are based
on the practical quantizer referred to in Section 2.2.5. As DIS schemes do not employ any
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quantization, we only have two performance lines, either employing Slepian-Wolf source coding
or not. To all plots, we have added the cut-set bound, which was introduced in Section 3.2.
Recall that this indicates the sum rate that would be achieved if every additional quantity
of backhaul would result in the same increase in sum rate, until MAC-capacity is reached.
Clearly, only a centralized DAS scheme always reaches MAC performance asymptotically for
a large backhaul, as this is the only scheme that exploits the full potential of array, spatial
multiplexing and interference cancellation gain of the compound channel2.

In a scenario where both UEs are located at the cell-edge (see plot 3.8(a)), centralized
DAS schemes (even assuming practical quantization schemes) are clearly superior, as they
can make best use of the strong interference at this point [KRF07]. Source coding techniques
bring an additional strong gain in the sum rate/backhaul trade-off A , as the correlation of
signals received at BS 1 and BS 2 is strong (under the chosen ϕAB = π/2). In theory, any
redundancy between the signals received by one BS and the information provided by the other
BS is avoided, and the only reason why the scheme does not reach the cut-set bound is that
backhaul is wasted into the quantization of noise [dCS08]. It is shown in Appendix F.3 that
centralized DAS with source coding does in fact approach the cut-set bound for SNR → ∞.
Further improvement is possible if superposition coding is employed B - in this case due
to the usage of common messages that are individually decoded by both BSs before DAS is
performed. Note that for zero backhaul, these concepts yield no gain, as we are here observing
a strong interference channel [Kra04]. This is also the reason why for this particular cell-edge
scenario DIS-concepts are not beneficial at all C . Instead of passing decoded bits of one UE
over the backhaul, each BS can individually decode both UEs and apply SIC, yielding the
same sum rate. Decentralized DAS schemes D lack the capability of performing successive
interference cancellation and are hence inferior to centralized schemes.

In an asymmetrical scenario (see Plot 3.8(b)), DIS concepts yield (limited) gain E . For
d1 = 0.5, the performance of DIS with source coding in fact follows the cut-set bound in
a regime of low backhaul. Here, the cell-edge UE, received with little interference by BS 1,
is decoded first, and then the decoded bits are forwarded to BS 2, exploiting strong side-
information at BS 2. A proof on the rate/backhaul trade-off optimality of the scheme in this
backhaul regime has been stated in [Gri09]. In the cited work, the performance of DIS with
source coding almost equals the complete cut-set bound for an example scenario, namely a
Z-interference channel [ZY08] (with d1 = 0.5, d2 → 0), where DIS can almost yield MAC
performance. Plots 3.8(c)-3.8(f) consider scenarios of less interference, where the left plots
refer to symmetrical scenarios and the right plots to asymmetrical ones. In all cases, BS
cooperation schemes based on decentralized decoding now become interesting, as they can
outperform centralized DAS in regimes of low backhaul F . If one of the interference links
becomes weak, DIS schemes can be improved through superposition coding G . As before
in Plot 3.8(b), the sum rate is maximized if the UE subject to less interference is decoded
first, and the data then forwarded to the other BS. In this case, however, the total rate of the
forwarded UE’s transmission is large compared to the gain of interference cancellation. Hence,
it is beneficial to let the UE transmit superimposed messages, of which only one is forwarded
after decoding. Also for centralized DAS schemes, we can see a strong benefit of superposition
coding in the regime of low backhaul, which was especially pointed out in [SSSK05,SSS07a].
However, we can see that this gain merely constitutes a smooth transition from centralized

2One can construct particular channel realizations, however, where any of the compared schemes may
achieve MAC performance, possibly even under finite backhaul.
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Figure 3.8: Sum rate vs. backhaul for uplink CoMP schemes and specific channels.
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to decentralized decoding, which could also be achieved through a simple time-share between
centralized DAS and non-cooperative, decentralized decoding. In fact, numerical evaluation
has shown no benefit of using local decoding concepts in conjunction with DAS (i.e. where
one BS decodes a message and only quantizes and forwards the remaining signals to the other
BS) over the mentioned time-share. For all BS cooperation schemes, source coding techniques
become less attractive H when the signal correlation between the BSs is weak.

In regimes of very low interference (Plots 3.8(e) and 3.8(f)), we know from Section 3.3.1
that the gain of cooperation is limited. Here, decentralized schemes are clearly superior (in
regimes of low to moderate backhaul), as any centralized scheme would always lead to the
fact that one of the two UEs is detected inefficiently through a very weak link. Decentralized
DAS schemes now become particularly interesting I , as they allow to adjust the extent of
interference cancellation each UE shall benefit from at fine granularity. In weak and asymmet-
rical scenarios, DIS and CIF almost achieve MAC performance J , enabling the cancellation
of the stronger interference link, while the additional array gain a centralized DAS would
obtain is marginal. Note that decentralized DAS is inferior in regimes of large backhaul K ,
as it enables array gain and interference mitigation, but lacks the possibility of decoding and
subtracting interference. CIF schemes become particularly interesting in this scenario, as they
achieve most of the interference cancellation performance of DIS schemes, while assuring that
the amount of backhaul invested is in good relation to the interference cancellation gain. In
fact, it can be shown that DIS in conjunction with superposition coding is always superior
to CIF (see the proof in Appendix F.5). CIF, however, can be considered more suitable for
practical usage, as it does not require any modification of the transmit strategy of the UE.

3.3.3 Benefit of Source Coding and Superposition Coding

In the uplink, all considered BS cooperation schemes can make use of the fact that the
BSs have correlated observations of the UE transmissions, i.e. by employing source cod-
ing techniques to the discrete signals (i.e. quantized receive signals or decoded data) be-
fore relaying these over the backhaul. As such schemes are typically computationally expen-
sive [XLC04,VAG05,NEH07], we now want to summarize in which scenarios we can expect
to obtain the largest gains. Furthermore, we summarize the benefit of using superposition
coding, as we have introduced it into DIS and centralized DAS concepts in Section 3.3.2.

Figure 3.9 shows the maximum relative sum rate gain (in percent) of DIS and centralized
DAS with source coding / superposition coding techniques (or both), maximized over all
regimes of backhaul, for symmetrical and asymmetrical channels. We can see that source
coding techniques can deliver moderate gains over a wide range of channels for centralized
DAS, in particular when both UEs have fairly strong links to both BSs. Source coding in
conjunction with DIS can be even more beneficial, particularly in scenarios where both UEs
are at the cell-center (though here, DIS is inferior to centralized DAS in most cases), or for
asymmetrical links, where the potential DIS-receiving BS has strong side-information on both
UEs’ signals.

The benefit of superposition coding has to be observed in a differentiated way. On one
hand, it seems that DAS schemes can profit strongly from these concepts, especially for
cell-center scenarios. However, these strong gains mainly come from cases where one UE is
partially decoded by one BS without cooperation, after which the involved BS then quantizes
and forwards the remaining signals to the other BSs [SSS07a,SSS09]. As we have pointed out
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Figure 3.9: Gain through source coding or superposition coding in uplink CoMP.

in Section 3.3.2, however, such concepts perform equivalently to operating on a time-share
between DIS and centralized DAS. At the cell-edge, we can observe a marginal gain from
superposition coding that can have two reasons: Either a) both BSs individually decode a
certain extent of common messages, such that the signal covariance of the remaining signals
to be quantized and exchanged is reduced (as is visible in Figure 3.8(a)), or b) common
message concepts already improve the non-cooperative sum rate, as known for the interference
channel [HK81, Kra04]. This gain, however, only occurs for few interference scenarios and
dissappears as soon as a minimal extent of backhaul is available. DIS concepts can also profit
from common message concepts where only part of a UE’s transmission is forwarded over the
backhaul [MF08b], as these allow to establish a concave rate/backhaul trade-off superior to a
direct time-share between no and complete message forwarding. As this effect is most visible
in scenarios of very weak interference, however, where the gains of CoMP are marginal, the
relative rate gains of superposition coding in the context of DIS are generally small.

Based on these observations, we will continue to consider source coding concepts in the
remainder of this work, but drop superposition coding schemes. Avoiding superposition coding
also has the advantage that legacy UEs can be used in a system with BS cooperation.

3.3.4 Benefit of Iterative BS Cooperation Schemes

We now want to look into BS cooperation schemes where multiple phases of information
exchange take place among the involved BSs, which requires an extension of our model from
Section 2.2.5. Such schemes have been proposed by various authors, e.g. [AEH08, MJH06,
BC07b, GHEM04, KF07]. We must first of all state that iterative schemes only make sense
if both BSs are involved in decoding at least portions of the UE transmissions. If this were
not the case, i.e. if only one BS would perform the decoding (as in the centralized DAS case
before), there would be no point in iteratively exchanging information over the backhaul, as
the other BS would not actually process its received signals to generate better knowledge on
the transmitted sequences. In the sequel, we will hence only consider decentralized decoding.



3.3. Uplink Analysis 69

Iterative Distributed Interference Subtraction (I-DIS)

Let us observe a cooperation scheme where the BSs iteratively decode a portion of their
UE’s transmission and then forward the decoded data according to the DIS concept. More
precisely, let us assume that UE 1 transmits a superposition of NI messages F̂

1[1]
1 · · · F̂ 1[NI]

1 , and
UE 2 messages F̂

2[1]
2 · · · F̂ 2[NI]

2 . At each iteration step 1 ≤ i ≤ NI, BS 1 decodes message F̂
1[i]
1 and

forwards the decoded bits to BS 2. The latter BS subtracts the impact of the corresponding
sequence from its received signals, decodes message F̂

2[i]
2 , and forwards the decoded bits to BS

1. This is continued until all messages have been decoded, such that in each iteration a larger
portion of interference is removed from the received signals. Each information exchange over
the backhaul can be based on Slepian-Wolf source coding to exploit side information at the
receiving BS. Note that in the last iteration, it is of course not necessary for BS 2 to forward
decoded bits to BS 1, as the latter BS has already decoded all messages from UE 1. The
achievable rates can be stated as follows:
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and the required sum backhaul in both directions is
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with the interference terms
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The scheme, which we will abbreviate with I-DIS, can be interpreted in such a way that
any new information on decoded bits is immediately forwarded to the other BS, such that the
remaining remote decoding process is subject to less interference. The larger NI is chosen, the
finer is the granularity of information exchanged between the BSs. The scheme is illustrated
for NI = 2 in Figure 3.10(a). Note that I-DIS only leads to a marginal improvement of
the rate/backhaul trade-off [GMF09], but it leads to an increase of achievable rates under
asymptotically large backhaul, which we will investigate in the sequel.
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Asymptotic I-DIS Performance for an Infinite Number of Information Exchanges

For I-DIS, it is difficult to determine the optimal power allocation connected to the super-
imposed messages, as this is a non-convex optimization problem. However, we can derive a
bound on the sum rate performance for I-DIS in a symmetrical channel scenario (and hence
on the gain of I-DIS over DIS with one information exchange), and show that the gain will
always be less for an asymmetrical scenario. Let us state the following lemma:

Lemma 3.3.1. Assuming capacity-achieving codes, the sum rate achievable with an I-DIS
cooperation scheme in a fully symmetrical two-cell scenario (i.e. λ1,1 = λ2,2, λ1,2 = λ2,1,
ϕAb = ϕBa, p̂max

1 = p̂max
2 ) is maximized if both UEs split their transmissions into an arbitrarily

large number of messages that are assigned infinitesimally small power each, i.e. NI → ∞.

Proof. The proof is based on recursion and stated in Appendix F.1.

Using Lemma 3.3.1, we can now compute the maximum sum rate for I-DIS in a symmet-
rical scenario based on (3.33) as
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where F [i] = {F̂ 1[i+1]
1 ..F̂

1[NI]
1 , F̂

2[i+1]
2 ..F̂

2[NI]
2 }, and where we assume the transmit power of all

messages to be p̂max
m /NI. Assigning equal power to each message is optimal for this asymptotic

observation, as Lemma 3.3.1 has shown that any message of larger power can be split into
more I-DIS iterations, yet still yielding an increase in sum rate. While it is difficult to find
an analytical solution for (3.37) for an arbitrary number of BS antennas, such a solution has
been stated for Nbs = 1 in [Gri09], which we recall in the following Lemma:

Lemma 3.3.2. Assuming capacity-achieving codes, the sum rate achievable with an I-DIS
cooperation scheme in a symmetrical two-cell scenario with Nbs = 1, where the main BS-UE
links and interference links are of path gain γ and λ, respectively, both UEs transmit at power
p̂max, and both BSs observe thermal noise, interference and channel estimation related noise
of variance σ2, can be bounded as

rsum ≤ 2

1 + λ
γ

log2

(

1 +
(λ + γ) p̂max

σ2

)

. (3.38)

Proof. The proof is based on approximating (3.37) through a Taylor series expansion of the
logarithm and solving the sum over all transmitted messages through an integral. The proof
is given in [Gri09] and is revisited in Appendix F.1.

For symmetrical scenarios with Nbs > 1, we can calculate the maximum sum rate by
solving (3.37) numerically, which we have done to observe the gain of I-DIS over DIS in
Figure 3.11. The question is now to which extent I-DIS is also interesting in asymmetrical
channels. Clearly, in the extreme case of a Z-interference channel [ZY08], it is optimal to let
the non-interfered UE be decoded first and then forward the entire decoded message to the
other BS, without any data exchange in the other direction. In general, it will be beneficial in
any asymmetrical channel to decode larger portions of the less-interfered UE first, and decode
a large portion of the more strongly interfered UE at the very end of the process, benefiting
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most from interference cancellation. Hence, the concept of splitting UE power into many small
messages, as in Lemma 3.3.1, can only be applied to the remaining smaller portion of power.
This already suggests that the gain of iterative cooperation decreases, the more asymmetrical
the scenario becomes, which we emphasize through simulation results in Figure 3.11 that we
will discuss in Section 3.3.4. In general, the gains through I-DIS appear rather marginal. We
will see in Section 5.1.4, however, that the theoretical concept of I-DIS stated in this section
can be used for the discussion of practical schemes based on iterative interference subtraction.

Iterative Distributed Antenna System (I-DAS)

As the last uplink BS cooperation scheme considered in this chapter, we will now define an
iterative DAS approach for the setup with M = K = 2, again built around decentralized
decoding. We assume that both UEs transmit messages F̂ 1

1 and F̂ 2
2 , respectively. After re-

ceiving the transmissions, BS 1 forwards quantized receive signals q(Y1) (or source-encoded
s(q(Y1))) to BS 2. After BS 2 has reconstructed q(Y1), it decodes message F̂ 2

2 and subtracts
its impact from the receive signals to obtain Ȳ2 = Y2 − he

2,2
√

ρF̂ 2
2
e(F̂ 2

2 ). The resulting signal is then

quantized to q(Ȳ2) and forwarded to BS 1, such that message F̂ 1
1 can be decoded there. The

scheme, which we refer to as I-DAS, is illustrated in Figure 3.10(b). The achievable rates can
be stated as
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1 + σ2I is the covariance of the signals received at
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H
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= he
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(
he
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+ Φhh

2 + σ2I is the covariance of the signals received
at BS 2 after subtraction of the signals originating from UE 2. The conditional covariance
terms Φyy

1|2 and Φ̄yy
2|1 can be derived from (D.18) in Appendix D.2. Compared to the decen-

tralized DAS scheme introduced in Section 3.3.2, where the BSs make simultaneous use of
the backhaul, the main advantage of an iterative scheme is that BS 1 obtains received and
quantized signals from BS 2 that are already interference-free. This effect is of course most
prominent if the involved signal covariance at BS 2 has significantly less entropy after the
removal of the decoded signals of UE 2, which is the case if the interference link from UE 1
to BS 2 is weak. We will see this later in Section 3.3.4. Clearly, the performance of I-DAS is
always at least as good as that of decentralized DAS, as it contains the latter as a subset.
The price for the (marginal) rate gains over decentralized DAS that we will observe later is
the additional latency that has been introduced into the decoding process.
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Figure 3.10: Iterative uplink CoMP schemes for M = K = 2 analyzed in this chapter.

Iterative DAS Schemes with More Information Exchanges

Intuitively, one could think that it would also make sense to extend the I-DAS scheme to more
information exchanges between the BSs. As for I-DIS, the UEs could transmit superpositions
of messages which are successively decoded by the BSs. After each decoding step, a BS would
forward quantized received signals to the other BS, freed from the signals of the messages
already decoded. Ideally, each information exchange should be conditioned on previously for-
warded and obtained signals in order to avoid a redundant exchange of information. However,
we will show in the following theorem that (in our information theoretic model, under the
assumption of large block lengths etc.) there is marginal benefit in terms of the rate/backhaul
trade-off of having more than two information exchanges of quantized receive signals.

Theorem 3.3.3 (Marginal benefit of I-DAS with more than two information exchanges.). In
a scenario with M = K = 2, and assuming Gaussian, ergodic signals and large block lengths,
the sum rate/backhaul trade-off cannot (or only marginally) be improved by I-DAS schemes
with more than two information exchanges.

Proof. The proof is stated in Appendix F.2.

From an information theoretical point of view, especially under the assumption that com-
plete codewords are subject to the same block-fading channel realization and to ergodic noise,
schemes involving I-DAS with more than two information exchanges are hence quite unattrac-
tive. We will have more discussion on this observation, connected to the practical, iterative BS
cooperation schemes suggested in [AEH08,MJH06,BC07b,GHEM04,KF07] in Section 5.1.4.
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Figure 3.11: Benefit of iterative uplink CoMP schemes for M = K = 2.
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Numerical Results

Figure 3.11 shows simulation results for the iterative BS cooperation schemes discussed in this
section, for the same channel, noise, and channel estimation parameters as previously used. As
stated before, the benefit of I-DIS concepts is mainly that the asymptotic capacity for a large
backhaul is increased, while the rate/backhaul trade-off itself is only marginally improved.
To illustrate the first aspect, Plots 3.11(a) and 3.11(b) show the sum rate achievable under
an infinite backhaul for DIS concepts with one BS information exchange, I-DIS concepts with
NI = 2, as well as the asymptotic bound for NI → ∞ derived in Section 3.3.4, for symmetrical
or asymmetrical channels, respectively. The assumptions on imperfect CSI and SNR are the
same as before. We can see that the sum rate gain through employing I-DIS as opposed to
simple DIS is only in the order of a few percent, and these gains can only be achieved for
fairly symmetrical channel conditions. Interestingly, using I-DIS concepts with NI = 2 (i.e.
with three information exchanges) already yields a performance close to the bound for an
infinite number of information exchanges, as also observed in [Gri09,GMF09]. Note that the
improved asymptotic sum rate of I-DIS for large backhaul makes decentralized cooperation
concepts more attractive in regimes where otherwise DAS is dominant. This is illustrated
in Plots 3.11(c) and 3.11(d), where the performance region for a symmetrical channel with
d1 = d2 = 0.45 is shown for DIS and DAS concepts, and we can see that in the right plot the
usage of I-DIS stretches the area in which decentralized schemes are superior into a regime of
larger backhaul. The benefit of iterative DAS concepts is shown in Plots 3.11(e) and 3.11(f),
again for symmetrical and asymmetrical channels and for an exemplary backhaul capacity of
β = 4. We can see that the iterative scheme appears to be only attractive in cases of strong
or asymmetrical interference, where centralized DAS schemes are superior, anyway.

3.3.5 Choice of Best Coop. Scheme and Cooperation Direction

In Section 3.3.2, we have already discussed the advantages and disadvantages of different
uplink CoMP schemes under exemplary channel realizations. We now want to extend this
work and investigate in which scenarios a system would ideally switch to a certain cooperation
strategy. We are also interested in the optimal direction in which data should be exchanged
over the backhaul, once a certain scheme has been chosen.

Figure 3.12 shows the best BS cooperation scheme and cooperation direction for sum
rate maximization, where the x- and y-axes represent different UE locations. In all cases, we
observe channels of average orthogonality, multi-cell power control and assume SNR = 10 dB
in the cell-center and Np = 2. All plots on the left side assume that source coding techniques
can be used, while those on the right side are based on a practical quantizer, as introduced in
Section 2.2.5. In Plots 3.12(a) and 3.12(b), the axes represent the location of the UEs, while
the extent of available sum backhaul is fixed to 4 bpcu. As observed before in Figure 3.8,
CIF and DIS schemes are superior in regimes of weak interference, where CIF dominates
DIS under very weak interference. Decentralized DAS schemes are superior in regimes of very
weak and symmetrical interference. At the cell-edge, or in strongly asymmetrical interference
scenarios, centralized DAS concepts are superior. The hatched areas indicate where the benefit
of using a decentralized decoding approach (DIS, CIF or decentralized DAS) over a centralized
DAS, or vice versa, is a difference in sum rate of at least 10%. Clearly, DIS concepts become
superior for a wider range of channels if source coding concepts are omitted and more practical
quantization concepts are employed, as visible in the right plot.
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Figure 3.12: Best choice of BS cooperation scheme in uplink CoMP.
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For all cooperation schemes, it is beneficial for BS 1 to forward signals to BS 2 if and
only if d1 > d2. For DIS and CIF concepts, this is rather clear, as this means that the UE
which is closer to the cell-edge is decoded first, as this is subject to less interference than the
other UE. For decentralized DAS concepts, there is no preferred cooperation direction, as the
main benefit of these schemes lies in the fact that the backhaul is used simultaneously in both
directions. For centralized DAS schemes, we state the following theorem:

Theorem 3.3.4 (Optimal direction of cooperation for centralized DAS.). For any (finite)
extent of backhaul in a scenario with M = 2 BSs and an arbitrary number K of UEs, the sum
rate is larger if the weaker BS forwards received signals to the stronger BS, hence to the BS
that can achieve a better UE sum rate even without BS cooperation, than vice versa.

Proof. The proof is stated in Appendix F.4.

Clearly, Theorem 3.3.4 can easily be extended to the case of an arbitrary number of BSs, if
all BSs forward signals to one BS. If, however, the common rate is to be maximized, then the
optimal CoMP strategy will likely be a time-share between different cooperation directions.
In this case, an analytical investigation is tedious and therefore omitted here.

Plots 3.12(c) and 3.12(d) show the superiority of different BS cooperation schemes in
different regimes of sum rate. In addition, the black lines within the areas denote the extent
of backhaul that has to be invested to achieve these rates, where each fine line denotes 1 bit
of backhaul, and a bold line marks 10 bits of backhaul per channel use. Again, hatched areas
indicate a gain of more than 10% between centralized or decentralized strategies. We can
see that for our standard channel, DIS concepts pose a very backhaul-efficient solution, but
cannot compete with DAS concepts if large sum rates are targeted. This is slightly different
in the lower two Plots 3.12(e) and 3.12(f), where we observe a channel of low orthogonality
(ϕAb = ϕBa = ϕAB = π/4) at a large SISO SNR of 20 dB. Here, the cooperation gain is in
fact largest around d ≈ 0.38, where DIS schemes can already yield about 50% of the possible
cooperation again, while requiring very limited backhaul. Decentralized DAS schemes now
become moderately interesting under practical considerations, as they provide the majority
of cooperation gains for d = 0.25, requiring less backhaul than their centralized counterpart.

The results suggest that a practical system could switch between cooperation concepts
based on simple rules, such as a look-up table at reasonable granularity. Even though MAC
performance can only be achieved with centralized DAS concepts, there are scenarios where
decentralized schemes, in particular DIS, appear to be an interesting low-backhaul option.

3.3.6 Sensitivity of Schemes to Channel Orthogonality and SNR

We have so far constrained ourselves to channels of moderate orthogonality (ϕAb = ϕBa =
ϕAB = π/2) and a SISO SNR of 10 dB, motivated by system level simulations with particular
clustering concepts in Chapter 4. We now want to observe the impact of these parameters
on the absolute and relative performance of the discussed BS cooperation schemes. In Fig-
ure 3.13, we can see the maximum sum rates achievable for various schemes, for fixed UE
locations d1 = d2 = 0.4 or d1 = 0.5, d2 = 0.3, respectively. In the upper plots, we vary the
channel orthogonality on the x-axis, where angles ϕAb and ϕBa are changed from 0 up to
π from left to right, while the additional compound channel orthogonality ϕAB is changed
from π to 0. On the right side, we hence have channels where the BSs are already able to
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Figure 3.13: Impact of channel orthogonality and SNR on uplink CoMP schemes.

spatially separate both UEs without cooperation, while the compound channel of both BSs
offers no additional orthogonality, and on the left side we have the opposite case. Obviously,
the performance of a non-cooperative system increases from left to right, while that of a fully
cooperative system stays roughly the same, as it does not matter which rows of the channel
matrix provide orthogonality between the UEs. While the performance of schemes with de-
centralized decoding (DIS, CIF) improves for larger ϕAb, ϕBa A , that of DAS degrades B ,
as this is mainly based on exploiting ϕAB. We can also observe that employing Wyner-Ziv
yields no benefit for ϕAb, ϕBa → 0 and ϕAB → π, as then both BSs make orthogonal, un-
correlated observations of the UEs’ transmissions C . Decentralized DAS concepts D perform
equally well in regimes of local or compound orthogonality, as they can exploit both sources
of orthogonality. In the asymmetrical scenario in the right plot, centralized DAS schemes are
superior over the whole range of orthogonalities, especially as they can exploit strong local
orthogonality through local SIC, which is not the case for DIS E .
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Plots 3.13(c) and 3.13(d) show the sensitivity of the schemes towards background interfer-
ence and noise. As the overall rates change strongly as a function of SNR, we plot normalized
sum rates on the y-axis, showing the relative performance of any scheme between no and
infinite BS cooperation. Note that we here assume that channel estimation is subject to the
same extent of noise (i.e. σ2

pilots = σ2), hence the impact of channel estimation also diminishes
for SNR → ∞. The backhaul is fixed to β = 4. The main observations are that decentral-
ized schemes (in particular DIS) become more interesting in regimes of high SNR. This is
mainly due to the fact that under larger SNR, non-cooperative decoding of the first UE to be
forwarded is less subject to noise and interference. Further, DAS schemes operating on the
rate distortion bound degrade under large SNR and for a fixed backhaul, as they require an
additional bit of backhaul for each 3dB of SNR, to ensure that quantization noise stays in the
order of background noise [SSPS08a]. Interestingly, source coding concepts enable to alleviate
this problem, as of course the inter-BS signal correlation also increases with rising SNR. In
particular, it appears that centralized DAS with Wyner-Ziv source coding and a fixed amount
of backhaul can always obtain the same share of the cooperation gain, regardless of the SNR
and hence also regardless of the high sum rates involved.

3.3.7 Performance of Uplink CoMP Schemes in Scenarios with M = K = 3

Even though we previously observed a minimalistic scenario with M = K = 2, we have
seen that the degrees of freedom of BS cooperation and the dimensionality of the parameter
space were already large. For practical systems, we consider cooperation scenarios with M =
K = 3 to be more interesting, especially as Chapter 4 shows that cellular systems can be
partitioned into such scenarios through simple clustering and resource partitioning concepts.
In these cases, however, we know from (3.11) that the number of parameters required to fully
characterize a channel is vast, and the number of possible combinations of BS cooperation
schemes is sheer intractable. We hence constrain ourselves to

• Monte Carlo simulations with randomly generated channels.

• Basic BS cooperation concepts that have shown to be beneficial in our previous analysis
(i.e. DIS and centr. DAS concepts without superposition coding, but with source coding).

• Combinations of these basic schemes that appear most interesting.

A framework to efficiently model combinations of DIS and centralized DAS for systems
of arbitrary M , K was introduced in [MF08e], and used in e.g. [MF08d,MF09b]. We do not
want to go into detail here, but state the key features in the sequel:

• The model supports any arbitrary assignment of UEs to BSs (yielding KM different pos-
sibilities). We will see later that a flexible BS-UE assignment adapting to fast fading and
local decoding of multiple UEs with SIC can yield substantial gains over a conventional
system where the UE-BS assignment is typically based on large-scale fading.

• A BS that does not decode any UE itself can quantize and forward received signals
(centralized DAS) to support another BS in decoding UEs, employing different numbers
of quantization bits and (possibly) source coding concepts.

• A BS that decodes one or multiple UEs can forward the decoded bits (DIS) connected
to all or a subset of these UEs to another BS that decodes one or multiple UEs. It is
assured that such an information exchange is non-cyclic, as discussed in Section 2.2.5.
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The model also allows a central network entity to decode UEs, as this has e.g. been
proposed in [SSS07a]. In this case, which we refer to as network DAS (N-DAS), the network
entity requires quantized received signals from at least one BS, as it has no received signals
itself. To ensure a fair comparison of N-DAS to other BS cooperation schemes, we have to take
into account that in N-DAS, the links from some BSs to the network will carry quantized
receive signals, but not decoded messages, as in a conventional system. We hence have to
subtract the conventional backhaul traffic in these cases to ensure that we only observe the
additional backhaul infrastructure required compared to a non-cooperative system.

The model for M = K = 3 already yields large numbers of potential BS cooperation
setups, but it is still feasible to perform a brute force search over all these possibilities for a
given channel realization. We are particularly interested in the question whether it is beneficial
to adaptively switch between DIS/DAS concepts or use hybrid cooperation concepts (i.e. DIS
and centralized DAS concepts in parallel). Figure 3.14 shows the average sum rate/backhaul
trade-off for a large number of channel realizations, where each channel coefficient has been
drawn independently from a complex, zero-mean Gaussian distribution, where

∀ m ∈ {1, 2}, k ∈ {1, 2} : E
{
|h2(m−1)+1,k|2

}
= E

{
|h2m,k|2

}
= λm,k. (3.40)

In the left plot of Figure 3.14, the chosen values for λm,k represent a cell-edge scenario
(d1 = d2 = d3 = 0.5, see 3.7), whereas the right plot resembles a cell-center scenario (d1 =
d2 = d3 = 0.3). We compare the following detection or cooperation strategies:

• Detection as in a conventional system, where each UE k is decoded by BS m = k,
without BS cooperation, and employing a maximum ratio combining (MRC) [KM98]
filter at the receiver side. Such a scheme does not exploit the spatial properties of the
interference.

• Detection as before, but employing interference rejection combining (IRC) filters [ER97],
such that interference can be partially mitigated.

• Non-cooperative detection, exploiting the spatial interference properties, with an arbi-
trary BS-UE assignment, and the option of local multi-UE decoding with SIC.

• Pure DIS-based concepts.

• Pure (centralized) DAS-based concepts.

• Hybrid approaches of DIS and centralized DAS.

• Network DAS concepts (N-DAS), where all BSs forward quantized receive signals to a
central network entity for further processing.

Figure 3.14 shows simulation results, based on the same assumptions w.r.t. imperfect CSIR
(Np = 2) and SNR (SNR = 10 dB). For a strong crosscoupling between cells in Plot 3.14(a),
there is already a substantial gain if a system employs IRC (average sum rate increase from
3.78 bpcu by 16% to 4.38 bpcu), or especially if it allows an arbitrary assignment of UEs
to BSs (increase by another 33% to 5.84 bpcu). Note that in all these cases we have no
BS cooperation in the sense that received or decoded signals are exchanged among the BSs.
Instead, the gains result purely from the fact that BSs are able to estimate interference and
use IRC, and that in some cases multiple UEs are decoded by the same BS, employing SIC.
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Figure 3.14: Monte Carlo simulation results for M = K = 3 in the uplink.

If backhaul is used to enable joint signal processing among BSs, the sum rate can be
increased by another 71% in the asymptotic regime. Note that this corresponds well to obser-
vations in Section 3.3.1, where gains have been on the order of 90% in a symmetrical cell-edge
scenario with moderate channel orthogonality. As the Monte-Carlo simulations observed now
also yield instantaneous asymmetrical channels with less cell crosscoupling, the average gain
is reduced. We can see that there is hardly any benefit of using DIS schemes, and that the
rate/backhaul trade-off of centralized DAS schemes depends strongly on the assumptions
made upon quantization. If inter-BS signal correlation is exploited, about 90% of the possible
CoMP gains can be achieved with about 1.5 bits of additional backhaul per sum rate bit,
while under the assumption of practical quantization schemes, the backhaul requirement is
increased to a ratio of about 3. FDM schemes and network DAS schemes are inferior to the
other observed schemes in all regimes of backhaul. In the first case, this is due to the fact that
only array gain, but no spatial multiplexing or interference cancellation gain can be obtained
by FDM. In the latter case, the rate/backhaul trade-off is fairly close to that of centralized
DAS under optimistic assumptions w.r.t. quantization, but N-DAS is clearly inefficient under
practical quantization [MF09b]. In large cellular systems, joint detection by a network entity
appears even more questionable, as some BSs can cooperate without expensive backhaul (see
Chapter 4), rendering centralized DAS even more attractive.

In the case of less crosscoupling between cells in Plot 3.14(b), the benefit of IRC and an
arbitrary assignment of UEs to BSs of course diminishes, and the general gain of CoMP is
less. However, we can now see that DIS schemes already allow us to achieve more than half of
the possible CoMP gains, while requiring less backhaul than the sum rate achieved over the
radio interface. Considering practical quantization schemes, it is beneficial to use a hybrid
DIS/DAS approach, even in regimes of large backhaul. A frequently occurring example of
such a hybrid approach is the case where centralized DAS concepts are used between two
BSs, while the third BS is supplied with or provides decoded data bits. In general, we can
see that cell-center scenarios are more backhaul-expensive than cell-edge scenarios, as the
weak interference links render the usage of backhaul inefficient. If pure DAS schemes are
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used, the backhaul required is on the order of 1.6 bits for each bit of data (assuming best
possible quantization and source coding), or on the order of about 3.5 bits for each bit of data
(assuming practical quantization), to obtain 90% of CoMP gains. The results are summarized
in Table 4.2 at the end of Chapter 4.

3.3.8 Summary

In this section, we have observed the potential gains through uplink CoMP in scenarios of
up to three BSs and UEs, assuming BSs with Nbs = 2 receive antennas each. We have seen
that especially in the largest observed scenario, rate gains can be on the order of 70% to
90%, even though we incorporate into our calculations the detrimental effect of imperfect
channel knowledge. In fact, we have observed that CoMP can partially mitigate the effects of
imperfect CSI. We have further analyzed various BS cooperation schemes w.r.t. the achievable
rate/backhaul trade-off, and can conclude that

• Centralized DAS schemes are mainly beneficial in regimes of strong interference, espe-
cially in cases of strong, asymmetrical interference. As these schemes are the only ones
that can exploit all advantages of CoMP (i.e. spatial multiplexing, array and interfer-
ence cancellation gain), centralized DAS schemes are always superior in regimes of large
backhaul.

• Decentralized BS cooperation schemes (DIS, CIF or decentralized DAS) are interesting
in regimes of weak, possibly asymmetrical interference and low backhaul. Here, CIF
becomes relevant in cases of very weak interference, and decentralized DAS plays a role
for very weak and symmetrical interference. As the differences between the schemes are
quite subtle, and DIS appears most promising for practical implementation, we consider
DIS as a good representative for decentralized BS cooperation schemes. We have also
shown that DIS gains ground towards centralized DAS in regimes of larger SNR.

• Iterative BS cooperation schemes have shown to yield only marginal benefits in terms
of rate/backhaul trade-off. Hence, it is usually better to exchange signals between BSs
once, using a reasonable extent of backhaul, than to split the backhaul into multiple
information exchanges. This aspect will be discussed further in Section 5.1.4.

• With Monte Carlo simulations, it has been shown that adaptive/hybrid DIS/DAS ap-
proaches can be highly beneficial in regimes of moderate interference. Further, the
achievable rate/backhaul trade-off can be significantly improved if sophisticated quan-
tization / source coding concepts are employed. Network DAS schemes or FDM have
been shown to be of little interest and are hence omitted in the remainder of this work.

In total, we have shown that in uplink CoMP in a scenario with M = K = 2, we are
operating in a regime of about 3.5 bits of backhaul per sum rate bit, if 90% of the total
CoMP gain is to be achieved. Note that this ratio can easily double in practical systems,
where the actually achieved data rates are significantly lower than the information theoretic
values considered here [MKF06]. Significant reductions of this ratio are possible if more so-
phisticated quantization and source coding schemes are employed in cell-edge scenarios, or
hybrid DIS/DAS are employed in cell-center scenarios, where 50% of the possible CoMP gain
can be obtained with about 0.8 bits of backhaul per sum rate bit.
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3.4 Downlink Analysis

In this section, we investigate the capacity gains that are generally possible through CoMP
in the downlink (within clusters of no more than 3 cooperating cells), and observe the
rate/backhaul trade-off of the BS cooperation schemes UMC, QSC and DAS introduced in
Section 2.3.5 for different channels. We derive basic, qualitative thresholds according to which
a system should ideally adapt between different cooperation strategies, and highlight the over-
all potential of backhaul reduction in the downlink. In particular, we address the following
questions:

1. What are the capacity gains we can expect to achieve through CoMP in the downlink,
and what is the impact of per-antenna power constraints on the sum rate or common rate
of the UEs? Further, what is the impact of imperfect CSIT and CSIR in the downlink?
−→ see Section 3.4.1

2. What is the performance of the downlink CoMP schemes introduced in Section 2.3.5 for
specific or arbitrary channel examples, and in which interference and backhaul regimes
are which schemes superior? −→ see Sections 3.4.2 and 3.4.4

3. Is there a benefit in terms of the rate/backhaul trade-off of transmitting a superposition
of non-cooperatively and cooperatively transmitted messages? −→ see Section 3.4.3

4. Does it make sense to adaptively switch between different cooperation concepts, and on
which thresholds should this adaptation be based? −→ see Section 3.4.5

5. To which extent are downlink CoMP schemes affected by the channel orthogonality or
background noise level? −→ see Section 3.4.6

6. How do the schemes perform in scenarios with M = K = 3? −→ see Section 3.4.7

A summary of the analysis results for the downlink will be given in Section 3.4.8.

3.4.1 Capacity Gains through CoMP in the Downlink

As in the uplink, let us initially consider a scenario with M = K = 2 and Nbs = 2, for
which a representative channel matrix was defined in (3.10). We assume that two messages
F̌1 and F̌2 are to be transmitted to the two UEs, respectively. We want to observe the gains
that are possible through cooperation, which we do by computing either the sum rate fs(Ř)
or the common rate fc(Ř) of the two UEs for certain channel realizations for either infinite
cooperation among BSs or no cooperation at all.

In the case of infinite BS cooperation, all transmit antennas can be used for the transmis-
sion to both UEs, hence we are observing a BC with imperfect channel knowledge. The rate
region Ř∞ is then taken from (2.62) in Section 2.3.3.

In the case of no cooperation, we have to consider 4 different assignments of UEs to BSs,
represented by variable m ∈ {1, 2}[2×1]. This determines which BS antennas can be used for
the transmission to which UE, captured in variable Ψ, as defined in Section 2.3.4. If both UEs
are served by the same BS, then the BS can perform local DPC, as it knows both messages
to be transmitted to the UEs. In this case, the transmission to one of the two UEs can be
encoded non-linearly, such that it can be decoded by the UE as if there was no interference
from the transmission to the other UE at all. The relation between m and Ψ is illustrated for
two of the four BS-UE assignments in Table 3.1, and the rate region Ř0 is taken from (2.67)
in Section 2.3.4.
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Both UEs served by their BS m =

[
1
2

]

Ψ =







1 0
1 0
0 1
0 1







No DPC possible

Both UEs served by BS 1 m =

[
1
1

]

Ψ =







1 1
1 1
0 0
0 0







Local DPC possible

Table 3.1: Relation between BS-UE assignment m and Ψ for non-coop. DL transmission.

Let us now observe simulation results in Figure 3.15. In all plots, we show the sum rate
achievable without BS cooperation (based on Ř0) and infinite BS cooperation (based on
Ř∞). As in Section 2.3.5, filled-out markers mean that DPC is considered (where applicable),
whereas hollow markers denote linear precoding techniques. We observe a SISO SNR of 10
dB at the cell edge, motivated by system level simulations in Chapter 4, and hence choose
σ2 = 0.1, assuming the transmission of one BS antenna at unit power and the fact that
the channel at this UE location is normalized to unit gain according to (3.8). Based on an
analysis of practical channel prediction and CSI feedback schemes in Appendix E, we further
choose Np = 2 and Nb = 6. In all plots on the left side, we consider a sum power constraint
with P̌max = 2, whereas on the right side we have a per-antenna power constraint with
P̌max = 0.5 · I, such that the overall sum power budget in both cases corresponds to unit
power per BS. Besides the before mentioned observation of imperfect CSIT and CSIR, we
also provide results for perfect CSI at both sides of the link, i.e. Np = Nb = ∞.

In Plots 3.15(a) and 3.15(b), the sum rate of the UEs is maximized, and we observe
symmetrical interference cases, moving both UEs equally from their cell center (dk = 0.2) to
the cell-edge (dk = 0.5) and slightly beyond (dk = 0.6). As our model allows the assignment
of UEs to BSs to be swapped, the results are symmetrical around dk = 0.5. Clearly, the sum
rate at the cell-edge A (with or without cooperation) is significantly lower than when the
UEs are in their cell centers B , as the links suffer from strong signal attenuation due to the
fairly large path-loss exponent θ, which is not compensated via power control as in the uplink.
We can see that regardless of the extent of CSI available, we have a gain of about 1 bpcu/user
at the cell-edge through cooperation. This rather small gain is due to the fact that each BS is
equipped with Nbs = 2 transmit antennas and can hence already perform interference-aware
local beamforming [HS07] without BS cooperation (note that such a scheme requires multi-
cell CSI at the BSs, but no exchange of messages F̌k). With cooperation, the slightly better
orthogonality of the overall channel matrix and an additional array gain can be exploited.

At the cell center, we see that DPC is inferior to linear precoding under limited CSI B .
This is due to the inner capacity bounds that we have derived for linear or non-linear pre-
coding in Section 2.3.2. If the UEs are at the cell-center, where the inter-cell links are weak
and hence difficult to estimate, this detrimental aspect then outweighs the actual benefit of
DPC, namely the possibility of pre-cancelling a certain extent of interference. An optimal
transmission scheme would of course adapt between linear and non-linear techniques, but our
results suggest that in the channel scenarios considered here, DPC generally only appears
marginally attractive, taking into consideration the complexity of any practical scheme ap-
proaching DPC. This is due to its sensitivity to imperfect CSI and the fact that in the case
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Figure 3.15: CoMP gain in downlink scenarios with M = K = 2 of average orthogonality.
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of moderate cooperation, the system of 4 transmit antennas already offers enough degrees
of freedom to spatially separate the users well enough through linear precoding. One advan-
tage of DPC techniques, though, is that these can help mitigate the impact of per-antenna
power constraints. We can see when comparing Plots 3.15(a) and 3.15(b) that the perfor-
mance of linear precoding schemes is degraded by per-antenna power constraints, while DPC
performance remains almost constant [MF08a]. Finally, we can see in Plot 3.15(a) that DPC
outperforms linear schemes in the case of no cooperation and a cell-edge scenario C . Here,
both UEs are served by the same BS, such that local DPC can be applied. This only makes
sense in the context of a sum-power constraint, as then one BS can transmit to both UEs
at double power, while the other BS is simply turned off. In the case of per-antenna power
constraints, this implies giving up transmit power, which is not attractive D . This aspect
leads to the fact that under a per-antenna power constraint, the gain through cooperation is
even larger (about 60% rate improvement under imperfect CSI at the cell-edge).

In Plots 3.15(c) and 3.15(d), we now observe asymmetrical interference cases, where one
UE is moved towards the cell-edge, while the other is moved towards the cell-center. For
d1 < 0.3 or d1 > 0.5, we are now looking at scenarios where both UEs are close to the same
BS. Under a sum-power constraint and perfect CSI, we can see that non-cooperative rates
strongly grow when the UEs approach one of the BSs E . In this case, both UEs can be served
by the same BS, and the performance of both linear precoding and DPC is good due to the
large SNR at this point. As expected, this phenomenon is not so dominant any more under
limited CSI, and in particular under per-antenna power constraints, where turning one BS
off would again mean sacrificing transmit power F . Under infinite BS cooperation, there is
hardly any impact of per-antenna power constraints, suggesting that cooperation is a good
mean to overcome such power constraints.

While the results in Plots 3.15(a)-3.15(d) were based on a maximization of the sum rate
of the UEs, Plots 3.15(e) and 3.15(f) now consider a maximized common rate. While both
optimization metrics obviously lead to the same result for symmetrical interference scenar-
ios, maximizing the common rate in asymmetrical scenarios means shifting transmit power
towards (and possibly using a BS cooperation scheme in favor of) the weaker UE, and hence
trading off sum rate for fairness. This instantaneous fairness can be interesting for applica-
tions where a certain SINR has to be guaranteed for each channel access. If it is sufficient
to have fairness on a larger time-scale, we will see in Chapter 4 that it is possible to obtain
long-term fairness through scheduling. Nevertheless, Plots 3.15(e) and 3.15(f) show that BS
cooperation enables an almost constant common rate over all UE locations considered G ,
while a non-cooperative system is rather unfair H . Hence, also downlink CoMP can be used
to improve the fairness of cellular systems.

Figure 3.16 now shows the gain of BS cooperation for a scenario with M = K = 3 and
Nbs = 2 under a per-antenna power constraint with P̌max = 0.5 · I, again under perfect or
imperfect CSIT and CSIR with the same parameters as before. We again observe a channel
with moderate orthogonality, precisely with ϕAb = ϕBc = ϕCa = 2π/3, ϕBa = ϕCb = ϕAc =
4π/3 and ϕAB = ϕBC = ϕAC = π/2, the choice of which has been validated through Monte
Carlo simulations. In Plot 3.16(a), we consider a symmetrical scenario where all UEs are
equally moved from the cell-center to the cell-edge and beyond. In Plot 3.16(b), we have an
asymmetrical scenario where UE 1 is moved towards the cell-edge, while UE 2 is moved to the
cell-center, and UE 3 is always placed at the same location between cell-edge and cell-center
(d3 = 0.4). We can make similar observations as before, but are now looking at a gain through
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Hollow bc and filled b markers denote linear precoding and DPC, respectively.

Figure 3.16: CoMP gain in downlink scenarios with M = K = 3 of average orthogonality.

cooperation of around 110% when all UEs are at the cell-edge, which is mainly due to the fact
that without cooperation, each BS observes a rank-deficient channel and has too few antennas
to spatially separate the UEs. When the common rate is considered (not shown here), we can
see that cooperation also improves instantaneous fairness over a non-cooperative system, as
observed for M = K = 2.

As noted before in Section 2.3.5, the performance of infinite BS cooperation in the down-
link can in fact be achieved with a finite extent of backhaul. Precisely, it is sufficient if all
involved BSs are supplied with all messages F̌1..F̌K to be transmitted to all UEs, and share
common CSI, as we assume in general. This implies that the backhaul traffic per BS scales lin-
early with the number of cooperating BSs or, more specifically, for M = K = 2 the backhaul
network has to carry in total twice the traffic of all UEs, or for M = K = 3 three times the
traffic of all UEs. In the next section, we will see that the BS cooperation schemes introduced
in Section 2.3.5 enable a further, significant reduction in backhaul traffic, but we have to keep
in mind that the backhaul issue in the downlink is generally not as critical as in the uplink,
due to the upper bound on the required backhaul stated before.

Impact of Imperfect CSIT and CSIR

We now investigate the sensitivity of downlink CoMP towards imperfect CSIR and CSIT in
more detail. In Figure 3.17, the upper two plots show the absolute sum rates achievable for
no or infinite BS cooperation at the cell-edge (d1 = d2 = 0.5) or cell-center (d1 = d2 = 0.3),
under a varying number of pilots Np or CSI feedback bits Nb. In Plot 3.17(a), the latter has
been fixed to Nb = 6, whereas the number of pilots in Plot 3.17(b) has been fixed to Np = 2.
Recall that both parameter choices are motivated through the analysis of a particular channel
estimation and CSI feedback scheme in Appendix E. As usual, we are operating at a SISO
SNR at the cell-edge of 10 dB. Obviously, the rates tend to zero for Np → 0 or Nbs → 0, due
to our model in Section 2.2.2. In the former case, this is quite intuitive, as the lack of CSIR
renders decoding impossible, while in the latter case, our model underestimates performance
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Figure 3.17: Impact of imperfect CSIT and CSIR on downlink CoMP.

for small Nb, as also discussed in Section 2.2.2. We can see in Plot 3.17(a) that our choice
of Np = 2 based on pilot patterns used in LTE Release 8 already leads to a strong reduction
in performance, hence it could be beneficial to use a higher density of pilots3. Parameter Nb,
however, already yields more than 90% of the possible CoMP performance. This shows that
at least for the low UE speed and short CSI feedback delay considered in Appendix E, it is
possible to obtain a large portion of downlink CoMP gain at reasonable feedback effort.

Similarly as in the uplink, Plots 3.17(c) and 3.17(d) show how the relative CoMP gain is
affected by different extents of CSIR and CSIT. We can again see that BS cooperation in fact
becomes more beneficial in cases of less CSIR in cell-edge scenarios, but decreases at the cell-

3Note that we always assume that σ2
pilots = σ2, i.e. that channel estimation is subject to the same extent

of background noise as the actual data transmission. In a practical system, channel estimation performance
could most likely be further improved by using pilots that are orthogonal across large numbers of cells.
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center. The right plot shows that the gain is rather independent of CSIT at the cell-center.
This is due to the fact that adjusting Nb has an equal impact on all channel coefficients
in our model, hence having the same effect on both CoMP schemes as also non-cooperative
closed-loop transmission. One could argue that a smart CSI feedback concept should invest
more quantization bits into those links that are more relevant for CoMP, rendering the whole
situation different. This, however, would go beyond the scope of this thesis.

We can summarize the observations in this section as follows:

• BS cooperation offers the strongest performance gains when all UEs are located at the
cell-edge, with 60% improvement for M = K = 2 and 110% improvement for M = K =
3 for moderately orthogonal channels, under per-antenna power and imperfect CSI.

• Within our regime of interest, the relative cooperation gains appear to remain the same
or even increase with the decrease of CSI.

• DPC suffers from imperfect CSI especially when interference links are weak, but can
mitigate the effects of per-antenna power constraints.

• BS cooperation can improve instantaneous fairness by offering a similar common rate
over a wide set of UE locations.

• For the number of cooperating cells considered in this work, the backhaul infrastructure
has to carry maximum three times the traffic delivered to the UEs, which shows that
the backhaul issue is not as crucial in the downlink as it is in the uplink.

3.4.2 Performance of Downlink CoMP Schemes for Specific Channels

Knowing that the required backhaul in the downlink is clearly upper-bounded, we now want
to explore the improved rate/backhaul trade-offs that can be achieved through the BS coop-
eration schemes UMC, QSC and DAS introduced in Section 2.3.5. As in the uplink analysis
in this chapter, we are only interested in the sum backhaul required in addition to a non-
cooperative system. As a non-cooperative reference system, we consider the case where for
each UE k ∈ K only exactly one BS m ∈ M is provided with the corresponding message F̌k.
For the scenarios observed in this chapter, we can simplify the models from Section 2.3.5 in
the following way:

Time-share between no and Infinite Cooperation (TS)

If the available sum backhaul is less than that required for infinite BS cooperation, the most
straight-forward approach is to operate on a time-share between no and infinite BS cooper-
ation, the latter of which is illustrated for M = K = 2 in Figure 3.18(a). In this case, the
performance region can be stated as the convex hull around tuples of rates achievable with no
cooperation, and tuples of rates achievable with infinite cooperation and a backhaul greater
or equal to the UE sum rate, i.e.

Ž =
⋃{

〈r, β〉 :
(
r ∈ Ř0

)
∨
(
r ∈ Ř∞ ∧ β ≥ rT1

)}
, (3.41)
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Unquantized Message based Cooperation (UMC)

For most channels, a better rate/backhaul trade-off can be achieved if BSs can selectively
participate in the transmission to certain UEs. If a BS is involved in the transmission to a
UE k, this means that the network needs to provide message F̌k to the corresponding BS. For
our small scenarios, we can reduce the range of variable C introduced in Section 2.3.5 to

C ∈ CUMC = {0,∞}[2×2] and C ∈ CUMC = {0,∞}[3×3] (3.42)

for M = K = 2 and M = K = 3, respectively. For M = K = 2, this cooperation scheme is
illustrated in Figure 3.18(b). We here already have 2MK = 16 possibilities, of which only 9 are
meaningful, as at least one BS must be involved into the transmission to a UE k to achieve
a non-zero rate for this UE. As mentioned in Section 2.3.5, we do not consider DPC in the
context of UMC. The reason is that DPC requires all BSs involved in the transmission to a
UE k benefiting from DPC to know the corresponding message F̌k, and to have a reasonable
common knowledge of the interference to be canceled. This would require observing many
special cases, which is tedious, and we will also see later that UMC is mainly superior to a
simple time-share between no and infinite cooperation in the regime of weak interference. In
this regime, however, we have already shown in Section (3.4.1) that DPC performs badly.
Obviously, the definition of C in (3.42) includes the cases of no cooperation and infinite
cooperation as a subset, and implicitly covers all possible assignments of UEs to BSs. The
performance region can then be stated as Žumc with

Žumc =
⋃

C∈CUMC

{

〈r, β〉 : r ∈ Řumc (C) ∧ β ≥
K∑

k=1

M∑

m=1

min (rk, cm,k) − rT1

}

(3.43)

where the term −rT1 assures that the conventional case where each BS m is provided with
only the message F̌m corresponds to zero backhaul. Řumc (C) can be simplified from (2.71).

Quantized Sequence based Cooperation (QSC)

While UMC constrains a BS to have either full or no information about a message F̌k, QSC
allows BSs to be provided with quantized messages qc(F̌k) employing c quantization bits per
channel access4. For our considered scenarios, we capture the choice of quantization resolutions
through variables

C ∈ CQSC = R
+[2×2]
0 and C ∈ CQSC = R

+[3×3]
0 (3.44)

for the 2-cell and 3-cell case, respectively. Clearly, for each message F̌k, at least one BS should
be provided with full knowledge of the message. Furthermore, it is generally not beneficial to
employ more quantization bits than the rate of the message itself, hence the set of reasonable
values for C is strongly limited. The performance region Žqsc connected to QSC within our
small scenarios is again given as in (3.43), except that C is now taken from CQSC. QSC is
illustrated for M = K = 2 in Figure 3.18(c).

4Note that different from the uplink, we can here connect a certain number of backhaul bits to each
quantization process, as source coding concepts are not applicable.
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wards precoded, quantized signals to the other BS.

Figure 3.18: Downlink CoMP schemes for M = K = 2 analyzed in this chapter.
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Distributed Antenna System (DAS)

We finally observe the case where one of the BSs is provided with all messages F̌1, F̌2 (and
for M = K = 3 also F̌3), performs precoding, and forwards quantized transmit signals to the
other BSs, as depicted in Figure 3.18(d) for M = K = 2. As the BS has knowledge of all
messages, DPC is possible, and analog to UMC and QSC, parameter C is now constrained to

C ∈ CDAS =

{[
∞ ∞
γ γ

]}

∪
{[

γ γ
∞ ∞

]}

, γ ∈ R
+
0 (3.45)

for the case of M = K = 2 and

C ∈ CDAS =











∞ ∞ ∞
γ1 γ1 γ1

γ2 γ2 γ2










∪











γ1 γ1 γ1

∞ ∞ ∞
γ2 γ2 γ2










∪











γ1 γ1 γ1

γ2 γ2 γ2

∞ ∞ ∞










, (3.46)

with γ1, γ2 ∈ R
+
0 for the case of M = K = 3. Note that in the latter case, we constrain

ourselves to scenarios where one BS takes over the role of a master BS and forwards precoded
and quantized signals to both other BSs. A degree of freedom lies in the number of quantization
bits chosen for each of the other BSs. The performance region for DAS within our small
scenarios is then given as

Ždas =
⋃

C∈CDAS

{

〈r, β〉 : r ∈ Řdas (C) ∧ β ≥ Nbs

(
M∑

m=1

cm,1 − max
m

cm,1

)}

. (3.47)

Note that in (3.47), we treat ∞ as an arbitrarily large, but finite number.

Numerical Results

We now provide numerical results on the different downlink CoMP schemes. Figure 3.19 shows
the maximum sum rate as a function of backhaul for selected example channels. In general,
the plots on the left side refer to a channel of moderate orthogonality, i.e. ϕAb = ϕBa = ϕAB =
π/2, while on the right side, we observe channels with ϕAb = ϕBa = π/4 and ϕAB = 3π/4. In
the latter case, the channel orthogonality is low without BS cooperation, but the compound
channel orthogonality is high, such that the gain of CoMP is over average. In all cases, we
observe per-antenna power constraints with P̌max = 0.5 · I, a cell-edge SISO SNR of 10 dB,
and imperfect CSIT and CSIR as before, i.e. Np = 2, and Nb = 6. As in the uplink, we always
also plot the cut-set bound, which is defined as the performance if every bit of backhaul leads
to an equal increase of sum rate, until the BC performance is reached.

In Plots 3.19(a) and 3.19(b), both UEs are placed at the same location slightly closer to
BS 2 than to BS 1. In this scenario, TS and DAS schemes are of particular interest A , as we
know from Section 3.4.1 that DPC is beneficial here. In general, TS schemes are attractive
if the gain of CoMP as well as the sum rate under infinite BS cooperation is low. In cases
of larger CoMP gain, as in Plot 3.19(b), DAS schemes can become (marginally) superior B ,
yielding a better rate/backhaul trade-off in a regime of moderate backhaul. In cases of less
interference, UMC and QSC strategies become interesting C . In Plots 3.19(c) and 3.19(d), for
example, showing an asymmetrical interference channel where one UE is placed at the cell-
edge, these two strategies are already superior to TS and DAS in regimes of low backhaul.
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Figure 3.19: Sum rate vs. backhaul for downlink CoMP schemes and specific channels.
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This is due to the fact that these schemes allow the backhaul to be invested alternately into
supporting both UEs, rather than supporting both simultaneously, which becomes inefficient
in regimes of weaker interference. A strong benefit of QSC becomes visible in Plots 3.19(e)
and 3.19(f), where both UEs are placed in their cell-center, hence creating weak interference.
Here, QSC can invest small portions of backhaul into supporting single UEs, assuring that the
backhaul invested is in reasonable relation to the potential beamforming contribution of the
weak interference links. DPC is inferior to linear precoding in these regimes due to imperfect
CSIT, removing one of the main benefits from using TS and DAS concepts. In the right case,
where the gain of CoMP is larger, using QSC can save up to 50% backhaul as opposed to TS
(as illustrated for a target sum rate of 11 bits/channel use in Plot 3.19(f)). DAS concepts are
clearly unattractive in this regime, as they introduce strong noise onto the signals origining
from one BS and hence sacrifice the rate of the UE close to this BS.

3.4.3 Benefit of Superposition Coding in the Downlink

The downlink transmission model initially introduced in Section 2.3 also provides the pos-
sibility of using multiple superimposed messages per UE. This option was already used in
the context of common message concepts in Section 2.3.4, and shown to enlarge the non-
cooperative capacity region in the downlink in Figure 2.7. The same concept, however, can
also be used to observe superimposed transmissions of conventionally and jointly transmitted
messages. This appears attractive from an intuitive point of view, as a UE can for example
receive a non-cooperative transmission from its assigned BS while at the same time receiving
a joint transmission from 2 BSs, as for example considered in [SSSP08]. In this case, addi-
tional backhaul is only needed for the latter transmission. Interestingly, the uplink/downlink
duality from Section 2.3.5 can also be used in this case. One simple way is to introduce virtual
UEs by doubling the channel matrix in the UE dimension (i.e. Hvirt := [HH]). Each real UE
is then expressed through one virtual UE decoding the conventionally transmitted message,
and one virtual UE decoding the jointly transmitted one. Terms Ji(k) from Section 2.3.3 can
then be defined such as to model the impact of a particular decoding order of the two desired
messages (employing SIC) at each UE. While this procedure leads to a capacity region with
2K virtual UEs, one can then obtain the desired K-UE capacity region by simpling adding
the rates of the conventional and jointly transmitted message of each real UE. Indeed, this
can lead to a improvement of the rate/backhaul trade-off, as indicated through dashed lines
in Figure 3.19, in particular in cases of strong, asymmetrical interference and low backhaul.
In principal, it can be beneficial to create superpositions not only between no and full coop-
eration, but also between arbitrary CoMP schemes, though capacity region calculation can
easily become numerically intractable due to the enlarged parameter space, and has hence
not been done here.

In a practical system, the usage of such superpositions appears questionable in the down-
link, as this would strongly increase UE complexity, and a large portion of the benefit would
be compensated by rate losses inherent in the usage of practical codes and finite block lengths
with an SINR gap to capacity [FU98]. Furthermore, such concepts would be strongly sensitive
to link adaptation, and would most likely require an increased pilot overhead, as each UE
would have to estimate the effective channel resulting from (local or joint) precoding for each
superimposed message it is supposed to decode. In the remainder of this work, we will hence
omit downlink cooperation concepts based on superposition coding.
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(c) Cell-edge scenario (on average).
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(d) Cell-center scenario (on average).

Hollow bc and filled b markers denote linear precoding and DPC, respectively.

Figure 3.20: Monte Carlo simulation results for M = K = 2 in the downlink.

3.4.4 Performance of Downlink CoMP Schemes for Arbitrary Channels

To assure that the example channels from the last section are representative for the channel
realizations that can occur under fast fading, we observe Monte Carlo simulation results for
scenarios of M = K = 2 in Figure 3.20. Similarly to the Monte Carlo simulations performed
in the uplink, the matrix coefficients are independently drawn from a zero-mean complex
Gaussian distribution, so that (for Nbs = 2)

∀ m ∈ {1, 2}, k ∈ {1, 2} : E
{
|h2(m−1)+1,k|2

}
= E

{
|h2m,k|2

}
= λm,k (3.48)

where λm,k depends on the average UE distances to their BSs, and is computed as in (3.8).
To capture the benefit of adaptively switching between CoMP strategies, we also consider
all schemes combined, where the performance region is simply the convex hull around those
of all cooperation schemes considered. In the upper two plots, the sum rate of the UEs
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has been maximized, whereas the lower two plots refer to a maximization of common rate.
We can basically draw the same conclusions as in Section 3.4.2, showing that the exemplary
channels before have indeed captured the main advantages and disadvantages of the compared
BS cooperation schemes. In cell-edge scenarios (see Plots 3.20(a) and 3.20(c)), a time-share
between no and infinite BS cooperation (TS) is superior to all other schemes, and adaptation
yields only marginal benefit. This is different when the UEs are placed in the cell-center on
average (see Plots 3.20(b) and 3.20(d)), where UMC and especially QSC can exploit weak
interference more efficiently. Note that QSC can effectively reduce the required backhaul
by a factor of 2, while achieving almost BC performance. An adaptive approach is now of
course useless, as QSC is always superior to UMC, and DAS and TS not of interest in this
scenario, anyway. Plots 3.20(c) and 3.20(d) show another benefit of UMC and QSC, namely
the possibility to promote fairness. This can be seen by the fact that a larger performance
gap appears between QSC, UMC schemes and TS, DAS, when the common rate is of interest.

3.4.5 Choice of Best Cooperation Scheme

The previously discussed aspects are observed from a different perspective in Figure 3.21,
where the best cooperation strategy is stated as a function of UE locations and/or available
backhaul. As in Section 3.4.2, the plots on the left side refer to a moderately orthogonal
channel, whereas those on the right side refer to a channel with an over-average gain through
CoMP. As QSC contains UMC as a subset and is hence always superior to UMC (but more
complex), we select QSC only in those cases where the sum rate is at least 5% larger than
that of UMC. Furthermore, in order to emphasize the value of adaptively switching between
schemes, we show hatched areas where one group of strategies (TS or DAS) is more than 5%
better in terms of sum rate than the remaining strategies (UMC or QSC), or vice versa.

In Figures 3.21(a) and 3.21(b), we have fixed the sum backhaul to 3 bits/channel use and
show the best cooperation strategy for different values of d1 and d2. Clearly, both plots are
symmetrical both w.r.t. a line d1 = d2 (as the UE indices can simply be swapped) and a line
d1 = 0.5 − d2 (as the BS indices can be swapped). As discussed before, UMC and QSC are
beneficial in regimes of low interference (where QSC becomes especially valuable in regimes of
very low interference), whereas DAS is best for scenarios of strong, asymmetrical interference.
We can see that especially in the right case, where the CoMP gain is large, switching between
schemes is beneficial, whereas in the left case, performing a time-share between no and infinite
cooperation (TS) performs well for most interference cases. The direction of BS cooperation,
as investigated in the uplink, is of minor interest in the downlink, as we assume that the
BSs are generally provided with messages by the network. Only in the case of DAS, signal
exchange over the backhaul takes place directly between BSs. In this case, we can easily see
that the sum rate is maximized if the BS with the stronger link to the involved UEs performs
preprocessing, equivalent to our observations in the uplink in Section 3.3.5.

Plots 3.21(c) and 3.21(d) show the best possible scheme as a function of symmetrical
interference power and achievable sum rate, whereas Plots 3.21(e) and 3.21(f) show the same
for asymmetrical interference cases. As in the uplink, each black line within the areas indicates
one bit of backhaul, and thick lines indicate 10 bits of backhaul. In all cases, we can clearly
see that the fully cooperative sum rate can be achieved if the amount of backhaul corresponds
to this sum rate. In the case of moderate channel orthogonality, it appears beneficial to adapt
between UMC and TS. The reason for this is mainly because the former scheme provides a
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Figure 3.21: The best choice of BS cooperation scheme in downlink CoMP.
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slightly better rate/backhaul trade-off, while the latter enables DPC, which is beneficial in
regimes of strong crosscoupling. For channels with a stronger CoMP gain, it is beneficial to
use DAS concepts in regimes of asymmetrical interference and moderate backhaul, or UMC
concepts otherwise. QSC can give an additional, significant gain in regimes of very weak
interference and a low or moderate extent of backhaul, as we have seen before. Clearly, the
plots show that benefit of switching between cooperation strategies in the case of M = K = 2
as rather limited, as opposed to in the uplink. This will be different when we observe Monte
Carlo simulations for large scenarios in Section 3.4.7, as then UMC and QSC schemes allow
an effective adaptation of the cooperation strategy to the channel.

3.4.6 Sensitivity of Schemes to Channel Orthogonality and SNR

Analoguous to our uplink analysis, we now investigate the sensitivity of the downlink CoMP
schemes to the channel orthogonality and the extent of background noise. We assume the
same parameters connected to imperfect CSIT and CSIR as before (SISO cell-edge SNR of 10
dB, Np = 2 and Nb = 6), and that a fixed extent of backhaul β = 4 is available in the sequel.
Plots 3.22(a) and 3.22(b) show sum rates achievable for different channel orthogonalities, for
symmetrical, i.e. d1 = d2 = 0.3, and asymmetrical scenarios, respectively. As in Section 3.3.6,
the channel orthogonality as seen by the BSs without cooperation is increased from left to
right, while the additional compound orthogonality is decreased. Clearly, the CoMP gain is
largest if the local channel orthogonality is low, but the compound orthogonality is large,
and this is also the regime where we expect UMC and QSC schemes to be superior to TS
and DAS concepts A . In cases of stronger, asymmetrical interference, DPC concepts start
becoming interesting B , especially if a low compound channel orthogonality deteriorates the
performance of linear precoding schemes. As observed in Section 3.4.2, DAS schemes become
interesting in asymmetrical scenarios, particularly in cases where the CoMP gain is large C .

Plots 3.22(c) and 3.22(d) show the performance of different CoMP strategies as a function
of SNR. As in the uplink, we normalize achievable rates such that they can be observed relative
to the performance achievable with no or infinite BS cooperation. As we have observed linear
precoding schemes to be superior under imperfect CSI in cell-center scenarios in Section 3.4.1,
the left plot is normalized to the performance without DPC. Here, we can see that the gap
between QSC and other strategies such as UMC and TS is largest for regimes of moderate
SNR. This is due to the following two phenomena: For low SNR, the sum rates in general
are low, such that TS schemes become efficient. For high SNR, however, we know from rate-
distortion theory that for each SNR increase of 3 dB, we need an additional bit of backhaul to
ensure that the ratio of quantization noise over thermal noise stays constant. UMC schemes
are also of particular interest only in regimes of moderate SNR, as in the high SNR regime, the
extent of residual interference not cancelable through UMC becomes more dominant compared
to thermal noise. In the scenario of stronger, asymmetrical interference shown in Plot 3.22(d),
all schemes are normalized to the performance of no or infinite BS cooperation using DPC,
as this is superior here. We can see that the gap between DPC and linear precoding decreases
for increasing SNR D , as then linear precoding concepts such as ZF asymptotically achieve
BC performance. Otherwise, similar observations can be made as in the weak interference
case, except that TS and DAS schemes are significantly more attractive now E .
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Figure 3.22: Impact of channel orthogonality and SNR on downlink CoMP schemes.

3.4.7 Performance of Downlink CoMP Schemes in Scenarios with M =K =3

We now observe the performance of the downlink BS cooperation schemes for scenarios with
M = K = 3 and Nbs = 2. As we have noted for the uplink, the number of parameters required
to representatively characterize a channel becomes large in this case. We hence use Monte
Carlo Simulations to obtain results averaged over a large number of randomly generated
channel matrices H according to (3.48). We can see the results in Figure 3.23, where we
observe a cell-edge scenario in plot 3.23(a), and a cell-center scenario in plot 3.23(b). Note
that we here assume a sum-power constraint with P̌max = 3, as simulations of channels of this
dimensionality otherwise become tedious, and we know from our previous analysis that the
impact of per-antenna power constraints almost equally affects all BS cooperation schemes.
As usual, we assume a cell-edge SISO SNR of 10 dB and imperfect CSIR and CSIT with
Np = 2 and Nb = 6.
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Figure 3.23: Monte Carlo simulation results for M = K = 3 in the downlink.

Similarly as for the uplink results presented in Section 3.3.7, we here also include con-
ventional schemes into the comparison. For example, we consider a scheme where each UE
k is served by its dominant BS m = k through maximum ratio transmission (MRT), hence
where the precoding vector wk is chosen as the Hermitian of the channel between the BS
and the UE, normalized to unit power. This scheme can make use of array gain (subject to
imperfect CSIT), but basically ignores the fact that the chosen precoder might lead to strong
interference for a UE in an adjacent cell. As an improved scheme, we consider the case of con-
ventional transmission, but this time performing interference-aware precoding [HS07] (IAP),
where the precoders are computed to optimize the non-cooperative sum rate based on (2.67)
in Section 2.3.4. Note that all other schemes also incorporate an arbitrary assignment of UEs
to BSs, hence they can already achieve better sum rates than a conventional system without
requiring backhaul. This is strongly visible in the case of d1 = d2 = d3 = 0.5, as they enable
local precoding with DPC if multiple UEs are served by the same BS. More precisely, in the
cell-edge scenario, average sum rates can be improved from 4.6 bpcu by 32% to 6.1 bpcu,
and by another 32% to 8.1 bpcu with a flexible BS-UE assignment. The gain through using
IAP is much larger in the downlink than that of the uplink counterpart IRC, due to the
fact that the downlink does not use power control. Investing into backhaul can bring another
sum rate improvement of about 51% in the asymptotic regime of large backhaul. Here, the
rate/backhaul trade-off can be reduced significantly from 1.8 sum rate bits per backhaul bit
to a ratio of 1.3 using UMC instead of a time-share between no and full BS cooperation (TS).

In a cell-center scenario, the gains through CoMP are obviously strongly reduced, and
the benefit of IAP is less. Here, however, UMC can further reduce the backhaul required for
cooperation, as compared to TS. For instance, 50% of the possible CoMP gains can already
be obtained requiring only 0.5 bits of backhaul for each bit of sum rate. The additional gain
through using QSC, however, is small, as UMC in this scenario already provides many degrees
of freedom of adapting the cooperation scheme to the channel. The key results are summarized
in Table 4.2 at the end of Chapter 4.
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3.4.8 Summary

In this section, we have observed the potential gains through downlink CoMP in scenarios
of up to three BSs and UEs, assuming BSs with Nbs = 2 receive antennas each. We have
seen that in the largest observed scenario, rate gains can be on the order of 50% to 110%,
which is similar to the gains observed in the uplink. Though absolute rates of course decrease
strongly with imperfect CSI at the UE side, we have seen that the gain of cooperation actually
increases with decreasing CSI at the UE, and is fairly independent of the number Nb of bits
used for feeding back each channel coefficient to the BS side. The backhaul issue, however, is
not as problematic as in the uplink, as the backhaul required in addition to that of a non-
cooperative system corresponds to at most two times the sum rate of all jointly served UEs
in the case of M = K = 3. The rate/backhaul trade-off can be further improved through the
usage of different BS cooperation schemes, where we have made the key findings that

• DAS schemes are only interesting in few scenarios of strong, asymmetrical interference,
such that the general usage of such schemes appears questionable.

• UMC schemes appear best over a wide set of channels, though (at least according to the
considered model) they cannot provide any DPC gain. These schemes are also superior
from an implementation point of view, as they do not involve any signal quantization.

• In cases of weak, symmetrical interference, QSC schemes can provide an additional gain
over UMC, as they allow to employ approximate beamforming over links that are too
weak to invest large quantities of backhaul. In a setup with M = K = 3, however, the
gain over UMC appears marginal.

• In theory, there can be a benefit of using a superposition of conventionally and coop-
eratively transmitted messages, but a significantly increased UE complexity and other
issues make the usage of such schemes in practical systems appear questionable.

In general, we have shown that in downlink CoMP in scenarios with M = K = 3, it is
possible to operate in a regime of about 1.3 bits of backhaul for each bit of throughput if UMC
schemes are applied, instead of a ratio of 1.8 for a time-share between no and full cooperation
(in both cases aiming at 90% of possible CoMP gains).



Chapter 4

System Level Simulation

In this chapter, the gain of CoMP and the trade-off between throughput and required backhaul
for different base station cooperation schemes is evaluated in the context of large cellular
systems. Novel clustering and resource partitioning concepts are introduced as one approach
to extract reasonably sized CoMP setups from a cellular system. We observe that these yield
strong spectral efficiency gains and substantial fairness improvements over non-cooperative
systems, while posing moderate requirements on the backhaul infratructure.

4.1 Simulation Setup

In this chapter, we generally consider a cellular system consisting of 57 cells or sectors, laid out
in a hexagonal pattern as depicted in Figure 4.1. As typical for most practical deployments,
groups of three cells are served from BSs co-located at so-called sites, such that three-fold
sectorization with corresponding antenna patterns is employed. We assume two antennas with
orthogonal polarization per BS, such that uncorrelated fast fading can be assumed [NEBP02].
As in a typical urban scenario, an inter-site-distance (ISD) of 500 m is used. As shown in the
diagram, we assume that there is a logical backhaul mesh between all sites, i.e. each site is
connected to its adjacent neighbors at least through a logical backhaul link. BSs belonging to
the same site are assumed to have infinite backhaul connectivity, as these are typically located
in the same server room. We will see later that this has a strong impact on our results, as major
CoMP gains can already be achieved without an expensive inter-site backhaul infrastructure.

4.1.1 Channel Model

The simulations in this work are based on an implementation of the 3GPP spatial channel
model (SCM) [3GP09] provided by [SDS+05], which is commonly used for simulations con-
nected to LTE and LTE-Advanced. The model provides a framework for calculating path
losses based on a flat-plane model, and fast fading based on a scattering model with particu-
lar power delay profiles. Such models tend to yield more pessimistic results w.r.t. the number
of weak interferers (i.e. the background interference floor) seen by each transmission as com-
pared to a practical urban signal propagation, while underestimating strong interferers [SJ09].
This is due to the fact that in urban areas, building structures obstruct a large portion of
the background interference, while some near interferers can become even more dominant
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Figure 4.1: Cellular setup considered for system level simulations.

through signal reflection in street corridors, in effect reducing the path loss exponent. For this
reason, the model used in this work has been adjusted such that links with a distance of more
than 600 m (hence interferers outside the first two tiers of neighboring cells) are attenuated
by an additional 3 dB, and those longer than 1200 m by an additional 3 dB. This approach
is similar to that used in WINNER channel models [WIN03], where different path loss ex-
ponents are used beyond certain thresholds of distance. We do not consider shadow fading
for a reason that will be explained in Section 4.5. To limit the complexity of our simulations,
we only compute one channel realization per transmit time interval (TTI) and per physical
resource block (PRB), consisting of 12 sub-carriers, which corresponds to the granularity of
the scheduler. The main simulation parameters are summarized in Table 4.1.

4.1.2 Simulation Flow

All results presented in this chapter are based on a large number of user drops, where 570
UEs are generated with equal probability density over the complete simulation area of 57
cells, leading to an average of 10 UEs per cell. For each user drop, UEs are initially assigned
to clusters of cells based on the average path loss over time. A user drop is repeated if there
is a cluster with less UEs in it than the number of cells it spans. For each user drop, 12
statistically independent fast fading realizations are calculated (by chosing a large UE speed
in the SCM), and the UE throughput is observed under a proportional fair scheduler. The
independence of the fast fading realizations allows us to emulate the behavior of a system
with channels slowly changing over many fading realizations, while only a subset of these
need to be computed. As some particular assumptions are made w.r.t. scheduling and power
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System Setup

Number of sites / cells 19 / 57, employing three-fold sectorization
Number of terminals 570, equally distributed
Inter-site-distance 500 m
Backhaul topology Logical mesh between adjacent BSs

Media Access Scheme (OFDMA)

System bandwidth 5 MHz
FFT Size 512
Sub-carrier spacing 15 kHz
Symbol rate 14 kHz
Scheduler granularity 1 PRB (=12 sub-carriers) × 1 TTI (=1 ms)
Number of usable PRBs 25

Channel Model

Model used SCM (urban macro)
Number of paths / sub-paths 8 / 20
Pathloss [dB] 130.5 + 37.6 · log10(d[km]), assuming fc = 2.6 GHz
Additional attenuation 3 dB for links > 600 m, +3 dB for links > 1200 m
Shadow fading not used
Number of antennas 2 per BS, 1 per UE, assumed uncorrelated
BS antenna pattern
(angle-dependent path loss)

A(θ)dB = min
[

12
(

θ
θ3dB

)

, 30dB
]

, θ3dB = 70

Antenna gain 14 dBi (BS), 0 dBi (UE)

BS / UE Characteristics

BS transmit power 43 dBm (sum power over both antennas)
Max. UE transmit power 24 dBm
Noise floor (incl. rx noise figure) −169 dBm/Hz (BS), −165 dBm/Hz (UE)

Table 4.1: Parameters used for system level simulations.

control, the steps taken for each user drop are described in detail in the sequel:

• Calculation of CQI values. For the link between each UE k and each BS m that
could potentially serve this UE (according to clustering concepts explained later in
Section 4.2), a channel quality indicator (CQI) is calculated for each TTI t and resource
r. This value takes into account fast fading, but no interference, and is given as a linear
SISO SNR value w.r.t. thermal noise and denoted as CQIt,rk,m.

• Proportional fair scheduling is performed based on instantaneous CQI values of
infinite resolution. A scheduler, being responsible for one cluster of M cells, faces the
problem of assigning a set of UEs K to a set of resources R. In order to achieve a full
reuse factor of 1, each resource has to be assigned to exactly M terminals. In each TTI
t, the scheduler calculates a metric for each potential UE to be scheduled, each resource,
and each BS m ∈ M, calculated as

METRICt,r
k,m =

log2

(

1 + CQIt,rk,m

)

t−1∑

t′=t−6

TPt′
k

(4.1)
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where TPt′

k is the actual throughput that UE k has achieved in TTI t′. The scheduler
hence bases its decision on the link quality between the BSs and the UEs, but also
takes into account the previous throughput of the UEs within a certain time window to
obtain proportional fairness. The following steps are then repeated until all resources
have been assigned to M terminals:

1. Choose the best UE, resource and BS as

k∗, r∗, m∗ = arg max
k∈K,r∈R,m∈M

METRICt,r
k,m (4.2)

and assign the terminal to the resource.

2. Ensure that the UE cannot be assigned to the same resource again, and ensure that
no other UE can be assigned to the same resource and the same BS, by setting

∀ m ∈ M : METRICt,r∗

k∗,m := −∞ and ∀ k ∈ K : metrict,r∗

k,m∗ := −∞, (4.3)

ensuring that M UEs are grouped that have dominant links to different BSs. Oth-
erwise, both non-cooperative and cooperative performance would be deteriorated.

• Power control (in the uplink) is also performed based on instantaneous channel mea-
sures in such a way that the mean receive power density of the UEs to all BSs within
the cluster reaches a certain threshold on each assigned resource. If this exceeds the
maximum transmit power of the UE of 24 dBm, the transmit power invested into all
resources is equally scaled down, such that the power constraint is met with equality.
For the different clustering concepts observed in this work, the target receive power is
set such that in each TTI, roughly 5% of UEs operate at their transmit power limit. In
the downlink, the maximum BS transmit power is equally invested into all resources.

• Throughput calculation, depending on the chosen cooperation scheme. Instead of
observing concrete modulation and coding schemes, we here again assume Gaussian
modulation, and simply multiply the lower rate bounds obtained through our models
in Chapters 2 and 3 with the symbol rate. In this work, we do not consider throughput
losses due to pilots, synchronization or control channel overhead, as we are interested
in relative performance improvements and throughput/backhaul trade-offs, which are
both not affected by such overhead.

The rather idealistic assumptions w.r.t. scheduling and power control based on instanta-
neous channel measures in conjunction with a rather simplistic scheduler have been chosen
to ensure that different clustering and CoMP concepts are not given an a priori scheduling
advantage. We will see later in Section 5.2.3 that scheduling for CoMP remains an extensive
research topic yet to be fully addressed.

In all cases of CoMP, the operation point on the constrained capacity region is chosen
that maximizes instantaneous sum rate, while long-term fairness is obtained via scheduling.
For all schemes that require backhaul, the rate/backhaul trade-off is first calculated for each
resource separately, and then the overall available backhaul is successively invested into the
resources that provide the largest gradient of sum rate improvement over backhaul increase.
This corresponds to the approach proposed in [MF07c,MF07b,MF07a], where the backhaul
is invested first into the UEs that profit most.
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Figure 4.2: Example of a highly asymmetric uplink interference scenario.

4.2 Clustering and Resource Partitioning

In the previous chapters of this thesis, we have analyzed small CoMP setups with few co-
operating BSs and UEs - for the sake of simplicity and analytical tractability. But also in a
practical system, CoMP will be constrained to small cooperation sizes, mainly because

• Synchronization in time can become an issue due to signal propagation delays [KF10].

• The resources that have to be invested into orthogonal pilot sequences in uplink and
downlink grow linearly with the cooperation size.

• The resources to be invested into CSI feedback for a cooperative downlink transmission
grow at least linearly, or in the worst case quadratically with the cooperation size,
depending on whether the number of channel coefficients fed back can be reduced (e.g.
through UMC schemes), and whether the CSI feedback from all UEs can be sent on the
same resources, exploiting joint detection in the uplink.

• The signaling overhead increases with increasing cooperation size, as more BSs have to
agree upon (or exchange information connected to) the scheduling of users.

The question is hence: How can subsets of BSs and UEs be chosen in a cellular system,
such that we obtain reasonably sized scenarios as in Chapter 3 where CoMP can be applied
efficiently? Ideally, this means that we have to group UEs such that their strongest interferers
are captured in the same group, while interference from outside the group is minimized.
In [MF07a], it has been pointed out that this is a non-trivial problem, as interference is often
of asymmetric nature. Consider, for example, the uplink scenario in Figure 4.2, where UE a
is strongly interfered by UE b, but not vice versa (due to the BS antenna pattern), UE b is
interfered by UE c, which itself is mainly interfered by UE d, while the interference in the
other direction is marginal. In this case, assuring that all UEs get their strongest interferer
canceled would mean that all UEs have to be jointly processed (i.e. through one joint DAS
procedure spanning all four cells), or successively (i.e. through a chain of DIS steps). Whereas
the first strategy would be problematic due to the large number of cells involved, the second
would lead to a large latency, as each BS can only forward data after it has decoded its
assigned UE. In the downlink, the situation is the same, but with reciprocal interference.
With the additional constraint that the number of BSs involved must equal the number of
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UEs served (otherwise resources in one cell are solely used to support UEs in other cells,
hence the reuse factor is increased), this problem can become arbitrarily complex. In fact,
this topic can be described through graph theory, where the UEs are the vertices, and a certain
level of interference one UE poses towards another is denoted through a directed edge. An
optimal, backhaul-efficient system would then aim at finding as many closed graphs with as
few vertices as possible. As a practical cellular system does not have a central coordinator
which can tackle such optimization problems, we need a different strategy to determine which
UEs are to be jointly processed by which BSs. In principal, two approaches are thinkable:

Ad-hoc cooperation between BSs [PGH08]. BSs could negotiate on a short to mid-
term time scale which terminals are to be served on the same physical resources and are to be
jointly processed. This would most likely require BSs to exchange basic channel information
about their assigned UEs, and then agree based on some distributed decision protocol whether
UEs are to be placed on orthogonal resources, in order to avoid interference, or served through
CoMP. The decision process would probably also require the UEs to provide the BSs a list of
the cells to which they have the strongest links (so-called neighbor relation tables (NRT)), as
this is already done in conventional systems to facilitate hand-off procedures.

Fixed definition of cooperation areas (clusters) [MF07a,ZCA+08]. An alternative
strategy is to pre-determine groups of BSs that are most likely to cooperate, and define an
easy rule for the assignment of UEs to these groups (or clusters). A main benefit is that these
clusters can then act almost autonomously, without requiring interaction with neighboring
clusters1. A concrete clustering concept proposed in [MF07a] foresees that each cluster has a
subset of system resources that it can freely schedule to assigned UEs. Scheduling would still
require an information exchange between the BSs within the cluster, but the corresponding
protocol could be fixed, with one BS defined a priori as a cluster leader.

Multiple fixed clustering concepts considered in our work are illustrated in Figure 4.3,
where subsets of the cellular system from Figure 4.1 are shown. Let us first pay our attention
to Plot 4.3(c). Here, UEs are assigned to clusters according to the average link quality (or
average receive power) they have w.r.t. tuples of three BSs. For example, all UEs which have
stronger average links to BSs 1, 3 and 5 than e.g. to BSs {1, 2, 12} or {1, 8, 9}, are assigned
to the red cluster spanning cells 1, 3 and 5. Within this cluster, the BSs can then decide on
how to treat the UE, i.e. to schedule it such as to minimize interference, or to perform joint
signal processing of this and other UEs. The small letters ’a’, ’b’ and ’c’ and corresponding
colors red, brown and green indicate the subsets of system resources that are assigned to the
clusters, in order to assure that clusters using the same resources are maximally spaced in
the system. Note that this resource partitioning does not change the overall reuse-factor of
1, as resources are split into three partitions, but at the same time each BS is involved into
exactly three clusters, so that the complete system bandwidth is fully reused in each cell.

In another clustering concept shown in Plot 4.3(d), the spectrum is divided into 5 different
blocks, as almost each cell edge between three adjacent cells is treated as an individual cluster.
Again, the overall reuse factor of 1 is maintained, as each BS is now involved in 5 clusters.
Note that in both presented clustering concepts, it is not foreseen for all three BSs located
at the same site to cooperate. The reason is that this is typically not very useful due to the
large back-attenuation of the simulated antennas, as we will see later.

1The only required information exchange between clusters might be for negotiating the shared usage of a
common backhaul infrastructure.
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Figure 4.3: Clustering concepts compared through system level simulations.
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Figure 4.4: Uplink SINRs obtainable through clustering and interference cancellation.

The remaining clustering concepts in Figure 4.3 are simply for the purpose of comparison.
Plot 4.3(a) shows a conventional system where each cell is a cluster by itself, hence multi-cell
cooperation is not enabled. In Plot 4.3(b), all three sectors of one site are defined as a cluster
within which CoMP is possible [BH07]. Even though this is inferior to inter-site cooperation,
as discussed before, we here have the benefit that this cooperation does not require expensive
backhaul infrastructure. Plots 4.3(e) and 4.3(f) show cases where large numbers of cells may
cooperate. Such large-scale clustering concepts are of course rather unfair, as UEs in the
cluster center can strongly benefit from CoMP, while users at the cluster edge might perform
only marginally better than in a non-cooperative system. Still, such clustering concepts can
be attractive in conjunction with scheduling, as then all UEs may profit from the increased
spectral efficiency of a few UEs directly benefiting from CoMP.

In all plots in Figure 4.3, dark clusters indicate where throughput is finally evaluated, while
all other clusters are simulated, scheduled etc. only to generate representative interference.
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Figure 4.5: Downlink SINRs obtainable through clustering and interference cancellation.

4.2.1 The Benefit of Resource Partitioning

The benefit of using clustering in conjunction with resource partitioning - as done in above
cases (c) and (d) - is that interference is reshaped such that we obtain 1-2 strong interferers
inside a cluster (which can be efficiently canceled or even exploited through CoMP), while
the background interference from outside the cluster is attenuated. This is emphasized in
Figures 4.4 and 4.5, for the uplink and downlink, respectively. The plots show the cumulative
distribution function of the SINRs that the UEs can obtain, for the clustering concepts (a)-(d)
as explained before. Here, SINR is defined as the ratio of the desired signal at the receiving
end over any interference and noise, assuming that a certain number of interferers is perfectly
canceled, but not taking into account array gain through cooperation. The SINRs do, however,
take into account the effect of scheduling and power control, as specified in section 4.1.2, and
model the impact of imperfect CSIR, as usual based on a practical pilot concept observed
in Appendix E. For the latter aspect, we here assume that all communicating entities use
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orthogonal pilot sequences, such that in principle each BS can estimate the channel to each
UE. Where applicable, we assume that interferers within clusters are canceled first (ordered by
decreasing impact), after which the interferers outside the cluster are canceled, again starting
with the strongest interferers first.

In Plot 4.4(a), we can see that in a conventional system, the median uplink SINR can
be improved from about 6 dB to almost 10 dB, if for each user the strongest interferer is
removed. Plot 4.4(b) now shows the case where all three sectors of a site are treated as a
cluster. The performance without interference cancellation remains the same, and we can
see that canceling the interference within the cluster only yields a gain of about 1 − 2 dB
in SINR. This means that for most users, there must be at least one dominant interferer
which is not included in the cluster. Hence, this clustering strategy - besides having the
benefit of requiring no inter-site backhaul - is strongly suboptimal in terms of interference
cancellation. This is improved in scenarios (c) and (d), covered in Plots 4.4(c) and 4.4(d),
respectively, where the removal of the two interferers within the cluster provides significantly
stronger gain. Especially clustering scheme (d) leads to the fact that we obtain one very strong
interferer within the cluster, which is received at a power similar to that of the desired signal.
As the statistics are the same for the other UEs in the cluster, we have here constructed a
scenario with fairly strong and symmetric interference links between the cells and attenuated
background interference, where DAS is efficiently applicable, and CoMP gains are maximized.
Both clustering schemes enable an extent of interference cancellation that corresponds to the
cancellation of the strongest interferer for each UE, while also providing maximum array gain.

Figure 4.5 principally shows the same impact of resource partitioning in the downlink.
Note, however, that we here have a main difference to the uplink, namely the aspect that
no power control is used. This leads to the fact that SINR distributions in general have a
larger variance, i.e. UEs experience very different interference scenarios depending on their
location. Furthermore, cell-edge UEs will always be subject to a certain extent of long-distance
interference that cannot be combated within small clusters. Comparing plot 4.5(d) to 4.4(d),
we can also see that clustering cannot yield as strong interference scenarios as in the uplink.
All these aspects lead to the fact that the average gains from both intra-site and also inter-site
BS cooperation are smaller in the downlink, as we will see in Section 4.4.

In both uplink and downlink, the clustering schemes (c) and (d) lead to a mean background
SINR (regarding outer-cluster-interference) of ≈ 8-10 dB, which we have used as assumptions
for the simplified scenarios in Chapter 3. As stated before, we assume these values to be larger
in practical urban deployments, as buildings obstruct many distant interferers.

4.3 Uplink Simulation Results

Figure 4.6 shows simulation results for the compared clustering concepts in the uplink. In
the upper two plots, we can see the cumulative distribution functions of UE throughput
assuming infinite backhaul (where applicable), whereas the lower two plots show the average
throughput as a function of backhaul per UE. The noise each detection process is subject
to is determined through the background interference from outside the considered cluster
as well as thermal noise. In the left plots, we observe the case with perfect CSIR, whereas
the right plots show results under the extent of CSIR expectable under a practical channel
estimation observed in Appendix E, now assuming that channel estimation itself is subject to
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the same noise variance as the data transmission. This implies that the system uses orthogonal
pilots enabling CoMP solely within clusters, and the usage of pilots in different clusters is
subject to mutual interference. The throughput/backhaul trade-off of the schemes is as usual
displayed as an area, where the upper bound refers to schemes exploiting inter-BS correlation,
whereas the lower bounds indicate the performance of schemes based on a practical quantizer.
While clustering concept (a) only allows single UE detection at one BS, concept (b) enables
the joint detection of three UEs by three BSs without requiring backhaul, such that MAC
performance has been computed here. For concepts (c) and (d), all DIS and DAS combinations
offered by the model from Section 3.3.7 have been observed, while for concepts (e) and (f)
only centralized DAS schemes have been considered, as otherwise the degrees of freedom of
cooperation strategies would have been intractable.

We can see that intra-site cooperation can already yield throughput gains of 63% under
imperfect CSIR, with similar gains under perfect CSIR. Also, such cooperation yields a large
fairness gain, which can be seen in an increase of the 10th percentile throughput by 72%.
If clustering concepts (c) or (d) are used without backhaul, these are only slightly inferior
to intra-site cooperation. This shows that there is usually little value in letting all three
sectors of a site cooperate, due to the large back-attenuation of the antennas considered. If
backhaul is then invested into cooperation with one or more additional sites, an additional
mean throughput increase of about 14% is possible under imperfect CSIR. Observing the
complete gain from a non-cooperative system (a) to clustering concept (c) or (d), which is
about 85%, we realize that this corresponds well to our Monte Carlo simulations on a simplified
scenario with M = K = 3 in Section 3.3.7. This shows that the proposed clustering concepts
do in fact create scenarios of moderately strong interference on average, corresponding to
our observations on SINRs in Section 4.2.1. Further, it suggests that our conclusions from
Chapter 3 can be translated quite well to a system level perspective, at least for the uplink.

Clearly, the additional throughput gain by introducing inter-site CoMP appears quite
marginal. However, one must point out that if e.g. clustering concept (c) is employed, the 10th
percentile throughput can be increased by an additional 79% over that of intra-cell CoMP. A
closer look at Plot 4.6(b) reveals that concept (c) only increases the throughput of the weaker
UEs, while the performance of the better UEs is almost identical to that of intra-cell CoMP.
The reason is that in most cases, two out of three UEs using the same resources in a cluster
created through concept (c) can be served well through on-site CoMP. As we consider Nbs = 2,
the two cooperating BSs will be able to reject the interference from the third UE quite well
for most channel realizations. If backhaul is now used for multi-site CoMP, mainly the third
UE will profit from this, leading to the observed fairness gain. This is different for clustering
concept (d), where some clusters involve 3 different sites. Here, symmetric scenarios of even
stronger interference are generated, and all UEs see a more similar background interference
(i.e. the SINR distribution is steeper, see Plot 4.4(d)). Using this concept, all UEs profit more
or less equally from CoMP, but the fact that the system bandwidth is split into more blocks
leads to a loss in multi-user diversity and scheduling gain, as each scheduler faces less UEs
and less resources. This leads to the fact that concept (d) is inferior to concept (c), even
though it creates ’better’ CoMP scenarios w.r.t. our observations in Section 3.3.7.

We can further see from Figure 4.6 that cooperation in a cluster of 7 cells under imperfect
CSIR is only marginally superior to the proposed resource partitioning concepts. This shows
that smart clustering concepts enable the cancellation of the most dominant interferers. While
cooperation in a cluster of 12 cells still provides significant throughput improvements, the
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Figure 4.6: User throughput distribution and average user throughput vs. backhaul for dif-
ferent cooperation sizes and strategies (uplink).

throughput/backhaul trade-off of both clustering concepts (e) and (f) is strongly inferior to
that of concepts (c) and (d), in particular when considering practical quantization schemes.

As the proposed clustering concepts (c) and (d) create CoMP scenarios with strong cross-
coupling, decentralized CoMP schemes as well as hybrid DIS/DAS approaches are of marginal
benefit and hence omitted in Figure 4.6. As observed in Sections 3.3.3 and 3.3.7, backhaul
can be reduced through more sophisticated quantization concepts. The fairly small benefit
of source coding schemes in the cellular uplink corresponds quite well to our observations
in Figure 3.9, taking into consideration that not all three UEs in a cluster can have strong
mutual interference, as seen in Figure 4.4. Even without source coding concepts, and under
the assumption of a realistic quantizer, we can see that the option of performing part of the
cooperation over intra-site links improves the overall rate/backhaul trade-off, such that now
only about 1.5 bits of backhaul are required for 1 bit of throughput.
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Figure 4.7: User throughput distribution and average user throughput vs. backhaul for dif-
ferent cooperation sizes and strategies (downlink).

4.4 Downlink Simulation Results

Figure 4.7 finally shows results for a downlink employing the clustering concepts stated before,
where again the left plots refer to the case with perfect CSIT and CSIR, and the right plots are
connected to imperfect CSIT and CSIR. As in the uplink, the noise at each UE is computed
individually as the interference originating from outside the cluster and thermal noise. In the
case of imperfect CSIT and CSIR, we as usual consider the concrete channel estimation and
CSI feedback scheme from Appendix E, assuming as in the uplink that channel estimation
is subject to the same noise as the actual data transmission. In general, we observe a sum-
power constraint for simplicity, assuming that in an OFDMA system, the peak-to-average
power ratio (PAPR) in time domain is of significantly more importance than a per-antenna
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power constraint on a particular sub-carrier2. For clustering concept (a), MRT is performed,
while for concept (b), where full BS cooperation is possible without backhaul, the BC capacity
region from Section 2.3.3 is computed. For concepts (c) and (d), we observe the performance
of UMC and TS schemes, as done in Section 3.4.7, while for concepts (e) and (f), we constrain
ourselves to a time-share between zero-backhaul and full BS cooperation (TS) for simplicity.

In general, the gains through CoMP in the downlink predicted by system level simulations
appear significantly smaller than in the isolated scenarios observed in Section 3.4.7, in par-
ticular under imperfect CSI. This is mainly due to two effects: On one hand, we have already
stated before that we are facing a larger variance of (possibly long-distance) background noise,
and the proposed clustering concepts do not yield as strong interference scenarios as in the
uplink. On the other hand, we have to consider the following: While in the uplink, a cell-edge
user creates strong interference to multiple BSs, and hence impairs the detection of multiple
other UEs, a cell-edge user in the downlink only suffers for himself. If then backhaul is in-
vested to enable joint transmission to this UE under imperfect CSI, the performance of other
UEs involved can even be degraded, which is for example visible in Plot 4.7(d). This leads
to the fact that introducing intra-site CoMP improves the average throughput by only 13%,
and clustering concepts (c) and (d) yield an additional 7%. However, exactly the effect stated
before leads to a vast 10th percentile throughput improvement of 137% if clustering concept
(c) is employed, while sligthly deteriorating the performance of better users. As observed
before in the uplink, concept (d) leads to a more equal improvement of all UEs, while the re-
duced scheduling gain leads to a performance deterioration again. Concept (c) hence appears
most attractive in this comparison, at least if an operator strongly values system fairness. As
this concept only establishes cooperation between two adjacent sites, the worst case extent
of backhaul required corresponds exactly to the system throughput, i.e. 1 backhaul bit per
throughput. Through UMC concepts, this ratio can be reduced to about 0.8. Note that the
tendency of concept (d) to create stronger interference scenarios renders DPC schemes more
valueable, while these perform badly under intra-site cooperation.

We can further see from Plot 4.7(d) that there is little benefit of using large cooperation
clusters, especially as these require a large extent of backhaul. More precisely, clustering
concept (e) with cooperation size 7 involves 4 sites per cluster, and hence the messages to be
transmitted to all UEs require 3 backhaul bits per throughput bit. For cooperation size 12,
this increases to 6 backhaul bits per throughput bit.

4.5 Summary

In this section, we have observed large cellular systems within which CoMP is applied. We
have seen that clustering and resource partitioning concepts can be used to create small CoMP
scenarios, as treated in Chapter 3. In particular, these concepts allow to create scenarios with
strong intra-cluster interference, while the background interference is attenuated.

In both uplink and downlink, major throughput gains can already be achieved if intra-
site CoMP is applied, which does not require backhaul. Further, limited average throughput

2Note that this does not put our model from Section 2.3 in question, as per-antenna power constraints are
important in single-carrier systems or for cooperation between entities of different transmit power. In principle,
it is for example thinkable that CoMP is used among macro and micro BSs in future cellular systems.
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improvements are possible if cooperation clusters span a maximum of two sites. More impor-
tantly, such techniques can significantly improve fairness, as highlighted in a summary of the
numerical results of this Chapter in Table 4.3. Clearly, the option of intra-site BS coopera-
tion without backhaul improves the overall throughput/backhaul trade-off obtained. If 90%
of the gains through intra-site CoMP are to be achieved, this requires roughly 1.5 bits of
backhaul per throughput bit in the uplink, assuming practical quantization schemes, and a
ratio of about 0.8 in the downlink, if UMC is employed. Note that the ratio in the uplink can
easily double in a practical system, as actually achieved rates are usually much lower than
the information theoretic quantities observed here [MKF06], while the backhaul effort for
DAS remains the same. As UMC or TS schemes in the downlink require backhaul rates that
scale with the actual data rates, this problem does not arise here. In general, it appears that
larger cooperation sizes are not attractive, as additional gains are limited, and the complexity
and backhaul consumption of such approaches increases drastically. As previously mentioned,
large cooperation sizes also require an increased pilot overhead and increased effort for CSI
feedback, reducing overall improvements of spectral efficiency [MRF10].

In Section 4.1, it was mentioned that shadow fading is not used in the observed simu-
lations. While for the simulation of non-cooperative systems, such fading reflects very well
the statistical impact that structures, buildings etc. have on point-to-point links, but the
standard shadow fading models are questionable in the context of CoMP, where multi-cell
signal propagation plays a major role. In this context, it is of course generally difficult to draw
major conclusions from system level simulations based on a flat plane model, even though
this is the standard simulation model used by 3GPP. In a practical urban deployment, it
is likely that useful cooperation clusters are naturally constrained through the morphology
of surrounding buildings. An operator could hence use signal propagation measurements or
simulations based on, e.g., raytracing to identify such clusters. Alternatively, the BSs could
find suitable cooperation partners on a large time-scale by themselves, corresponding to the
concept of a self-organizing network (SON). In fact, CoMP field trials [I+09] suggest that
in an urban environment, a transmission is typically subject to a few strong interferers, but
little background noise. Hence, it can be expected that CoMP within small clusters yields
even stronger gains than predicted through the results in this chapter, as a larger portion of
the overall interference can be canceled. Under real-world signal propagation, it might also be
possible and reasonable to create CoMP scenarios with asymmetrical interference, in which
decentralized and backhaul-efficient BS cooperation schemes can be used in the uplink.
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Uplink Downlink

Monte Carlo analysis in an isolated scenario with M = K = 3, Np = 2, Np = 6
Sum rate [bpcu] backh./tp. Sum rate [bpcu] backh./tp.

Cell-edge
Conv. MRC/MRT 3.8 - 4.6 -
Conv. IRC/IAP 4.4 (+16%) - 6.1 (+32%) -
CoMP (β = 0) 5.8 (+32%) - 8.1 (+32%) -
CoMP (50% gain) · 0.5 (DAS, th.) · 0.8 (UMC)

· 2.0 (DAS, pr.) · 1.0 (TS)
CoMP (90% gain) · 1.5 (DAS, th.) · 1.3 (UMC)

· 3.0 (DAS, pr.) · 1.8 (TS)
CoMP (β = ∞) 9.9 (+71%) ∞ 12.2 (+51%) 2.0

Cell-center
Conv. MRC/MRT 8.4 - 9.6 -
Conv. IRC/IAP 8.6 (+2%) - 10.7 (+11%) -
CoMP (β = 0) 8.6 (+0%) - 11.6 (+8%) -
CoMP (50% gain) · 0.8 (DIS/DAS) · 0.5 (UMC)

· 0.8 (DAS, th.) · 1.0 (TS)
· 2.0 (DAS, pr.) ·

CoMP (90% gain) · 1.6 (DAS, th.) · 1.1 (UMC)
· 3.5 (DAS, pr.) · 1.8 (TS)

CoMP (β = ∞) 10.3 (+20%) ∞ 14.7 (+27%) 2.0

Table 4.2: Summary on Monte-Carlo simulation results for scenarios with M = K = 3.

Uplink Downlink

System level tp./UE 10th% tp. bh./tp. tp./UE 10th% tp. bh./tp.
simulation [Mbit/s] [Mbit/s] [Mbit/s] [Mbit/s]

Non-cooperative 0.72 0.22 - 1.32 0.29 -
Intra-site CoMP 1.18 (+63%) 0.38 (+72%) - 1.49 (+13%) 0.31 (+7%) -
2-site CoMP (90%) · · 0.5 (DAS, th.) · · 0.8 (UMC)

· · 1.5 (DAS, pr.) · · 1 (TS)

2-site CoMP 1.35 (+14%) 0.68 (+79%) - 1.59 (+7%) 0.69 (+123%) -

Table 4.3: Summary on system level simulation results.



Chapter 5

Implications on Practical Systems

In this chapter, we discuss the impact of the analysis and the key findings in the last chapters
on practical CoMP systems. We draw the connection between the theoretical models observed
in this work and practical BS cooperation schemes proposed in literature. We further look into
various additional aspects that have to be considered when introducing CoMP into cellular
systems, and provide an outlook onto backhaul-aware scheduling and ad-hoc CoMP.

5.1 General Implications of our Work

After discussing the general value of the information-theoretic models used in previous chap-
ters in the context of practical CoMP, we discuss the specific impact of our conclusions on
network organization, backhaul topology, and the value of iterative CoMP schemes.

5.1.1 Fundamental Trade-Offs in the Context of CoMP

Clearly, this thesis uses strongly simplified and information-theoretic models to evaluate dif-
ferent CoMP concepts. However, these models still yield an important insight into general
trade-offs and considerations that have to be made in the context of CoMP. For example,
Section 3.3 has revealed that there are two principle ways of performing CoMP in the uplink.
On one hand, information connected to UE messages may be exchanged among BSs (in the
case of DIS or CIF). This typically enables an efficient usage of backhaul, but only yields
a limited extent of interference cancellation. On the other hand, only the quantization of
received signals (i.e. centralized DAS) may approach MAC performance, but this always in-
volves wasting backhaul into a useless quantization of noise. Practical CoMP algorithms will
typically be combinations of the concepts discussed in this work, but the general trade-offs
identified in this work still apply, and can help to evaluate the appropriateness of particu-
lar CoMP algorithms in certain scenarios. We will continue this discussion throughout the
remainder of this chapter.

5.1.2 Mobile Network Organization

In both uplink and downlink, we have seen that major capacity gains can already be achieved
without backhaul, if

• the assignment of UEs to BSs is performed flexibly on a short term basis, and
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• multiple UEs can be served jointly by one BS on the same resource without cooperation.

Chapter 4 has furthermore shown that these gains can already be obtained within reason-
ably sized clusters of BSs. This suggests that there might be a major paradigm shift in next
generation mobile networks, where entities called cells could be replaced by entities called
clusters. Ideally, a UE would be assigned to a cluster of cells, not a single cell, where most
likely one of the involved BSs would take over the role of a cluster master. This master would
then be responsible for the scheduling of all UEs assigned to the cluster. The decision on which
BS should decode which UEs (and using which extent of BS cooperation) could be performed
ad-hoc, after transmission has taken place, an aspect we will discuss later in Section 5.2.4.
Such a change of paradigm will of course also have a major impact on the general network
architecture, i.e. the role of BSs, network entities etc.

5.1.3 Backhaul Topology

Section 3.3.7 has shown that the uplink benefits from a direct cooperation between different
base stations, as opposed to cooperation through a centralized network entity. Hence, the best
possible backhaul topology would be a mesh connecting at least those adjacent cells with a
strong cross-coupling. In a practical system, an operator would surely also consider reusing
existing infrastructure to create logical links between base stations, which would, however,
lead to a larger latency. Especially the latter aspect can be crucial if CoMP schemes are to
be used in conjunction with automatic repeat request (ARQ) concepts [Tan89], as in LTE.

In the downlink, we have always used the wording that a network entity provides a BS
with the message to be transmitted to a certain UE. Clearly, a star topology with network
entities in the center would be the most intuitive solution, and at the same time minimize
latency. As it is probably inefficient to establish both a mesh infrastructure for the uplink and
a star topology for the downlink, the latter could, however, also be solved through a backhaul
mesh. In this case, each BS would by default be supplied with the message to be transmitted
to its assigned UEs by the network, and provide this information on demand to neighboring
BSs, possibly in connection with channel information. This would increase the initial latency
of providing data to the BSs, but have no impact on ARQ latency, as the ARQ process can
be based on the data already available at all BSs, and does not involve the network. We will
discuss ARQ in conjunction with CoMP in Section 5.2.2.

5.1.4 On the Value of Iterative BS Cooperation Schemes

In Section 3.3.4, it has been shown that iterative signal exchange between BSs (I-DIS or
I-DAS) is of little value. Clearly, one has to keep in mind that this aspect was proved under
typical information theoretical assumptions, i.e.

• A complete transmission of Nsym symbols sees the same channel.

• Nsym is chosen large enough such that noise and interference are ergodic in the wide
sense, i.e. can be fully characterized through a zero-mean and a certain variance.

The situation is of course different in a practical OFDM system, where the symbols be-
longing to a codeword are spread out in time and frequency, and are hence subject to different
channel realizations. This is especially the case under a strongly frequency selective channel
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that occurs in urban scenarios with may scatterers [ECS+98]. In this case, it would theoreti-
cally be beneficial to let each part of a UE’s transmission be decoded by the BS to which it
has the better link on the corresponding sub-carriers. This would, however, require the usage
of special coding strategies, as the codes employed in LTE use strong interleavers to make
best possible usage of frequency diversity [McC07]. Furthermore, we have to consider that
such a situation will occur most likely when a UE is located close to the cell-edge, where we
know from Section 3.3.2 that centralized DAS concepts are superior to decentralized schemes,
which is also confirmed in [MJH06]. In such a DAS concept, the number of quantization bits
invested into groups of sub-carriers could be adapted to the SINR on these sub-carriers (if
this is measurable at such granularity), further improving the rate/backhaul trade-off.

Let us now consider the case where interference links are weak, such that above situation
does not occur, and such that decentralized cooperation schemes become interesting. Under
these assumptions, it is clear that as soon as a BS attempts to decode a UE in an interfering
cell (without being provided side-information by the other BS), this poses a stronger constraint
on the interfering UE’s rates [HK81]. Hence, let us assume as in Section 3.3.4 that each BS
only decodes its assigned UE, and observe the following two cooperation schemes:

The BSs only exchange information on their own assigned terminals (I-DIS),
where practical algorithms have been proposed in, e.g. [MJH06,KF07,KF08,KRF08]. Recall
that in this case the performance is upper-bounded by the interference-free case, as no array
or spatial multiplexing gain can be exploited. In a practical system, the UE rates have to
be chosen conservatively enough to ensure that the first (non-cooperative) decoding process
at the BSs already yields a reasonably low number of falsely decoded bits. If this is not
the case, exchanging information on these bits among the BSs leads to error propagation.
Then, the convergence of the iterative cooperation scheme requires more iterations [KRF08]
(if convergence is given at all), leading to a redundant and hence inefficient usage of backhaul.
Ideally, the BSs would only exchange information on subsets of bits, for example those that
appear to be known with high reliability, or only those that have changed since the last
iteration [KF07]. Clearly, this means that the BSs have to inform each other which bits have
been exchanged, requiring additional backhaul, and still not avoiding error propagation.

To this respect, we can consider the information theoretical model in Section 3.3.4 as an
idealistic case of a practical I-DIS approach. Although using superpositions of many transmit-
ted messages is clearly unfeasible in a practical system [FU98], the model serves as an example
where in each iteration a BS is able to reliably decode a further part of its UE’s transmission.
Also, the BS knows exactly which bits it can decode. This part can then be forwarded to the
other BS at the highest possible backhaul efficiency if Slepian-Wolf source coding is employed.
Note that a scheme where the BSs also aim at decoding the interference [KF07,KF08,KRF08],
can be seen as a kind of (suboptimal1) source coding, as the BSs only exchange the portion
of information that the receiving BS needs to decode the interference by itself. In this case,
an efficient backhaul usage is possible, as the exchanged bits are reliably known and hence no
quantization of an LLR value or other measure of reliability [KRF08,Rav09] is needed. Fur-
ther, each decoded bit needs to be exchanged only once, such that the required backhaul can
be upper-bounded by the sum rate of the UEs, and error propagation does not occur. Still,
we have seen in Section 3.3.4 that even this kind of optimal I-DIS scheme hardly performs

1In the sense that a certain extent of redundancy between forwarded data and side-information at the
receiving BS cannot be avoided.
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better than DIS with one information exchange. We hence conclude that any practical I-DIS
algorithm brings marginal benefit over a single-shot DIS.

The BSs exchange information on received signals (I-DAS), where practical al-
gorithms have been proposed in [GHEM04, AEH06, MJH06, BC07b, AEH08]. Clearly, Sec-
tion 3.3.2 has shown that such decentralized DAS schemes are only beneficial in scenarios of
very weak interference, and that DIS or centralized DAS are superior otherwise. The authors
in [AEH08] motivate the usage of a decentralized scheme by considering a large number of
cooperating BSs, for which joint decoding at a central entity would become computation-
ally infeasible. However, the system level results from Section 4.3 suggest that a fairly good
rate/backhaul trade-off can already be achieved for reasonably-sized clusters of cooperating
BSs, where centralized approaches are not only feasible from a computational point of view,
but in most cases also better in terms of backhaul. This viewpoint is confirmed when the
simulation results in [AEH08] are observed - the required backhaul appears to be orders of
magnitude larger than the achieved rates.

Note that the authors in [KF08,KRF08] have also considered schemes where BSs exchange
information on their decoded UEs, as well as on one or multiple interferers. While the scheme
makes use of array and spatial multiplexing gain, it has to be pointed out that the scheme can-
not approach MAC performance, as again rates have to be chosen conservatively to facilitate
convergence. It further requires a large extent of backhaul [KRF08], and is strongly inferior
to a centralized DAS scheme in this respect. The authors in [NEH07, NEHA08] suggest to
use iterative BS cooperation schemes in the downlink. Here, the symbols to be transmitted
from the BS antennas after precoding are distributed via message passing concepts. This con-
cept also appears rather questionable, as in the downlink the BSs are dealing with discrete
messages or continuous sequences that are not subject to noise as in the uplink. Hence, an
iterative exchange of information cannot be superior to a single-shot exchange. One could
only imagine that the exchange of channel knowledge among BSs could be performed in such
an iterative way, such that the BSs inform each other about changes in their channels to
certain UEs. This is an aspect we will discuss later in Section 5.2.2.

We conclude that iterative BS cooperation schemes are not only questionable from an in-
formation theoretical point of view, but also under practical considerations, if the rate/backhaul
trade-off is observed. Only for large cooperation clusters, iterative schemes can be an option
to distribute computational complexity over the network.

5.2 Practical Considerations

In this section, we revisit the BS cooperation concepts considered in the last chapters, and
evaluate them from practical points of view. We further look into additional signaling required
between BSs to enable CoMP, and briefly point out the potential of scheduling for CoMP and
ad-hoc CoMP after transmission has taken place.

5.2.1 Practical Implementation of BS Cooperation Schemes

In the last chapters, we have seen that the performance of all cooperation schemes based on
quantization depends strongly on the quantization scheme assumed. Especially source coding
schemes exploiting signal correlation between BSs have shown to enable a significant backhaul
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reduction. Though the practical implementation of distributed Wyner-Ziv source coding has
been researched in, e.g., [XLC04, VAG05, NEH07], for example based on low density parity
check codes (LDPC) [Gal63], it still appears questionable to which extent these schemes can be
used in a cellular context. The stated papers typically assume that a quantization codebook
is designed for a fixed extent of signal correlation. In a practical cellular system, channels
are constantly changing over time, and hence also the correlation between BSs. Furthermore,
scheduling leads to the fact that UEs are frequently assigned to new resources, such that both
the channel conditions and interference conditions change. The computation of a new source
coding codebook for each realization of correlation, which always has to be exchanged among
the BSs or redundantly computed at both sides, would render these schemes unfeasible.

On the other hand, DIS schemes (without Slepian-Wolf source coding) are rather straight-
forward to implement, as decoded bits are exchanged that require no quantization. Further-
more, inter-BS signal correlation can quite easily be exploited if only a limited number of bits
is handed over to the cooperating BS, but the latter uses these in conjunction with the own
received signals to fully decode the interference. An additional benefit of DIS schemes is that
the amount of backhaul required scales down with the practically achieved rates [MF08e].
These are typically significantly lower than the information theoretical quantities observed in
this work [MKF06], as losses through non-Gaussian signaling, a finite set of modulation and
coding schemes, imperfect rate adaptation to the channel etc. cannot be avoided. For a DAS
scheme, however, the backhaul required is fixed due to the employed quantization scheme.

The previous remarks on quantization and DIS schemes clearly emphasize the practical
advantages of DIS schemes. As we have seen in Section 3.3.2, however, these concepts are
mainly interesting in scenarios of weak interference, and are limited to canceling a certain
extent of interference. An interesting future research topic is hence whether clustering concepts
as in Section 4.2 can be used in practical signal propagation environments that create exactly
the weak, asymmetrical interference scenarios interesting for DIS.

In the downlink, we have concluded from Section 3.4.2 that UMC schemes, i.e. schemes
not based on sequence quantization are in fact preferable for most scenarios. Introducing the
same thoughts on practical quantization issues as in the last section further pronounces the
superiority of these schemes.

5.2.2 CSI Exchange, ARQ and Complexity Issues

An additional, perhaps minor advantage of DIS and CIF schemes in the uplink is the fact
that these require only the local channel knowledge from a BS to all involved UEs, whereas
DAS schemes (both decentralized and centralized) require global channel knowledge in order
to exploit the received signals provided by other BSs. In the latter cases, however, it appears
feasible to assume that BSs not only exchange quantized receive signals connected to data,
but also those connected to pilots, which are usually embedded therein. Then, the DAS-
receiving BS can perform the channel estimation based on the quantized signals itself2. A more
sophisticated approach yielding a better rate/backhaul trade-off would be to use successive
vector quantization approaches [Jin06a, LJ07, HWS09] for the pilots, where the BSs only
update each other on the change of the channel over time.

2Obviously, it could make sense to invest more bits into the quantization of pilots than into the quantization
of data, as we have seen the sensitivity of performance to the accuracy of CSIR in Section 3.3.1.
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UPLINK DIS CIF DAS DAS
Decentralized Centralized

Decoding decentralized centralized

Exchanged decoded quantized quantized
signals messages sequences receive signals

Achievable SIC gain partial array + array +
gains (interference interference spat. mult. spat. mult. +

cancellation) cancellation gain SIC gain

weak, asymm. very weak, very weak, strong
Suitable in interference asymm. interf. symm. interf. interference
scenarios low backh. low backh. low backh. large backh.

high SNR high SNR low SNR low SNR

Source provide little provide little gain, major potential
coding gain, but possible and are highly questionable gains,
concepts if interference from implementation but highly

is also decoded point of view questionable

Channel local knowledge from global CSIR global CSIR
knowl. req. each BS to all UEs sufficient at all BSs at one BS

moderate, if
interf. only needs high, as
re-encoding / SIC low, due to low, as only all UEs are

Complexity (w/o src. coding), simple signal one UE is successively
high if dec. of subtraction decoded or jointly

mult. UEs / SIC decoded + SIC
(w/ src. coding)

CoMP possibly ad-hoc ideally decided
usage decision after transmission in advance

ARQ possibly independent ARQ process multi-cell
for each BS-UE link ARQ processes

Table 5.1: Comparison of uplink BS cooperation schemes, considering practical aspects.
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DOWNLINK DAS TS UMC QSC

Encoding centralized local

Exchanged quantized unquantized quantized or
signals transmit messages unquantized

signals messages

Achievable array + spatial array + spatial
gains multiplexing + DPC gain multiplexing gain

any, in any, in
Suitable in strong, asymm. strong, symm. particular particular
scenarios interference interference weak very weak

interference interference

Channel global CSI global CSI each BS req. local CSI to all UEs
knowledge needed at needed at and that from other BSs to all
required one BS all BSs UEs, if jointly serving UEs

moderate, as
quantization low, as only moderate, as

required, high, if linear schemes quantization
Complexity high if DPC DPC is applied considered is involved

is applied
before quant.

CoMP in the downlink, it has to be decided in
usage advance whether CoMP is used or not

ARQ All BSs participating in the transmission
to a UE have to be aware of ARQ processes

Table 5.2: Comparison of downlink BS cooperation schemes, considering practical aspects.



124 Implications on Practical Systems

In the downlink, all compared BS cooperation schemes need more than just local channel
information. For TS, each BS requires global channel knowledge, and for UMC and QSC, each
BS requires the CSI connected to its links to all involved UEs (as it is already required for
interference-aware precoding), plus the CSI from each other BS to all UEs, whenever the BSs
have a non-empty set of UEs they jointly transmit to. This is required for the (redundant)
calculation of precoders at each BS. In addition, the BSs have to agree on the transmit power
to be invested into each transmission. While this appears to require a comprehensive exchange
of channel information between BSs, one must however consider that in an FDD system, the
major bottleneck is the fact that the UEs have to feed back CSI over the air. Regardless of
increasing backhaul cost for an operator [Chu08], we assume that radio interface bandwidth
will always be significantly more valuable than backhaul bandwidth. Also, one could argue
that, as downlink CoMP is mainly interesting for cell-edge users, it is also feasible to assume
that all involved BSs are able to decode the CSI feedback of all involved UEs (possibly also
using CoMP in the uplink), provided the channel gains in uplink and downlink are roughly
symmetrical, such that global channel knowledge is inherently available at all BSs. For DAS
schemes in the downlink, global channel knowledge is required solely at the BS that performs
the centralized precoding.

A main issue is the usage of CoMP schemes in connection with ARQ, especially in the
uplink. For decentralized schemes, we could imagine independent ARQ processes on each BS-
UE communication link. In the easiest case, the BSs would not be aware about retransmissions
triggered by other BSs, but this would be suboptimal in the way that the redundancy in re-
occuring interference patterns is not exploited. For centralized schemes, it might be necessary
to request the retransmission of one UE, such that multiple UEs can then be jointly decoded3.
In this case, the received signals or any other intermediate decoding result connected to
multiple UEs would have to be stored until the ARQ process is completed, meaning that
ARQ buffer times are in general enlarged. Further, the DAS-based cooperation might also
have to be repeated. In the downlink, it is obvious that each BS involved in the transmission
to a UE must also participate in a potential ARQ process, creating an additional signaling
overhead. It appears that ARQ in conjunction with CoMP still requires a vast amount of
future research.

The previously discussed practical aspects connected to uplink and downlink CoMP
schemes are summarized in Tables 5.1 and 5.2, respectively. Here, we have also stated our
observations from the last sections, and looked into the aspect of complexity. In the uplink,
complexity mainly depends on the number of messages to be decoded by a single entity.
For DIS schemes with source coding and centralized DAS schemes, BSs need to decode the
messages connected to multiple UEs, applying SIC or joint decoding. For CIF, this is not re-
quired, as a CIF-receiving BS simply multiplies the quantized interference sequence with the
channel towards the interferer, and subtracts the result from the own recevied signals prior to
decoding an assigned UE. In this case, the CIF-receiving BS does not require code knowledge
w.r.t. the removed interference. Also, decentralized DAS schemes are fairly simple, as each BS
decodes only its own UE. In the downlink, the complexity of the schemes mainly depends on
whether non-linear precoding schemes are applied, for example Tomlinson-Harashima precod-
ing, which was initially proposed for ISI cancellation in [Tom71,HM72] and where concrete
algorithms where proposed for the broadcast channel in, e.g., [FWLH02,KJUB05].

3This can occur, for example, if UE rates are chosen under the assumption of a particular SIC order, and
the decoding process of the very first UE fails.
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Figure 5.1: Benefit of backhaul-aware CoMP scheduling in a scenario with M = K = 2.

5.2.3 Scheduling for CoMP

The issue of scheduling for CoMP has been observed in, e.g. [KPKG05, MK06, KdFG+07,
MK07]. The aim is to find groups of UEs that can be served efficiently with CoMP, which is
usually done by observing the compound channel properties of the UEs. The main challenge
is that this has to be performed in such a way that the multi-user diversity offered by a
non-cooperative system (e.g. LTE Rel. 8) is not sacrificed too strongly. At the same time, the
scheduling decision has to be based on as little channel information as possible, to avoid an
excessive CSI signaling overhead between UEs and BSs, as well as among BSs themselves. A
crucial aspect can also be complexity, which was addressed in, e.g., [MK07].

While the previously cited work dealt with scheduling for CoMP systems under the
assumption of infinite backhaul, little research has yet been performed on scheduling for
backhaul-constrained CoMP. In [Die09,DMFR09], a backhaul-constrained scenario with two
BSs and a multitude of UEs to be scheduled onto multiple resources was considered, where
a significant improvement of the rate/backhaul trade-off for regimes of moderate backhaul
could be shown. This is possible as the proposed algorithm choses the best group of users
for each resource under different regimes of backhaul, and then invests the backhaul into the
resources where the gradient of rate improvement over backhaul is maximized, inherently
choosing the best user group for the respective backhaul regime.

The benefit of such backhaul-aware scheduling is briefly illustrated in Figure 5.1, where
the average sum rate per resource is shown, assuming a simultaneous transmission over 5
orthogonal resources. For each resource, the best 2 UEs out of a set of 8 UEs are chosen
and assigned to the resource, depending on the backhaul available. The simulations have
been performed for a large number of Monte Carlo user drops, with an equally probable
distribution of UEs over the area. We compare the following scheduling strategies:

• Assignment of UEs to the resources where BS-UE links are strongest
(as in a conventional system).

• Maximization of the sum rate for the non-cooperative case (β = 0).
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• Maximization of the sum rate for the case of infinite BS cooperation, as done in [KPKG05,
MK06,KdFG+07,MK07] (β = ∞).

• Maximization of the sum rate for any extent of backhaul, as proposed in [Die09,DMFR09].

The gray area in Figure 5.1 illustrates the regime in which the latter scheme can improve
the rate/backhaul trade-off. Intuitively, the benefit of backhaul-aware scheduling concepts
increases in the number of resources and users [Die09].

5.2.4 Ad-hoc BS Cooperation after Transmission

We briefly want to mention a new research field connected to CoMP, where first steps have
been undertaken in [GMF10a,GMF10b]. While this thesis has only considered capacity re-
gions for quasi-block-static channels (assuming perfect rate adaptation to the instantaneous
channel), a practical system will of course face the problem that the channel changes from
the moment where a particular cooperation scheme and suitable UE rates are chosen to the
moment the actual transmission takes place. Obviously, the channel can change to the worse
or the better. In a conventional system without BS cooperation, the former case will lead
to the fact that the transmission cannot be decoded, and an ARQ will be triggered. In the
latter case, the transmission is successful, but a certain extent of channel capacity has then
been waisted. From a network point of view, each transmission can be characterized through
a boolean value stating whether the transmission was successful or not.

In a CoMP system, each transmission is not characterized solely through a boolean, but
through a rate/backhaul trade-off. This allows the system to respond in many ways to a
channel varying over time. In the case the channel has deteriorated in the time between
scheduling and transmission, an additional extent of CoMP can be activated (e.g. the received
signals from an additional BS could be exploited, or an additional DIS strategy could be used)
to hopefully enable successful decoding. On the other hand, if the channel has improved, a
lesser extent of BS cooperation (or none at all) might suffice for successful decoding.

One could for example envision a system where scheduling and the choice of cooperation
strategy is based on the assumption of a moderate extent of backhaul. After the transmission
has taken place, the involved BSs initially try to decode the UEs without cooperation, and
only in the case of unsuccessful decoding, cooperation is successively established. It is for
example possible that a BS initially DAS-forwards strongly quantized signals to a partnering
BS, and then iteratively sends refinements (i.e. less significant quantization bits) to the other
side, until decoding is possible [GMF10b]. By doing so, backhaul is traded against latency, and
the system can compensate for the changes in channel just by investing more or less backhaul.
Obviously, the more accurate this compensation is to be performed, the more complexity is
invested into a large number of decoding attempts or other evaluation and decision steps
performed by the BSs. In fact, such a procedure could have an impact on ARQ concepts, as
the ARQ loop could be shifted from the UE-BS communication to inter-BS communication.
It appears that this opens a very new perspective on cellular systems, where the interested
reader is referred to [GMF10a].
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5.3 Extension of the Work to other Scenarios

5.3.1 Intra-cell CoMP in the Uplink

LTE Release 8 [McC07] also foresees intra-cell CoMP in the uplink, hence the joint detection
of up to 2 UEs by one BS, exploiting the fact that each BS is equipped with at least two
receive antennas. Clearly, the models introduced in Chapters 2 and 3 also allow to observe
such schemes, and all cooperation setups considered in system level simulations in Chapter 4
can also be extended to twice the number of UEs. In a cluster of M = 3 cooperating BSs with
Nbs = 2, a maximum of 6 terminals could hence be jointly served on the same resource. In
this case, however, we will often observe channels that are rank-deficient, hence the system
would have to instantaneously adjust the number of UEs scheduled to the same resource.
Such adaptation, however, goes beyond the scope of this thesis, and the degrees of freedom
in BS cooperation for a scenario as stated before would render any analytical investigation
intractable. However, the conclusions in the last chapters can be extended to intra-cell uplink
CoMP through the following argumentation:

• Both non-cooperative and cooperative rates can be improved through the usage of intra-
cell CoMP, regardless of the inter-BS cooperation size.

• Detection without BS cooperation will more often suffer from non-cancellable interfer-
ence than with BS cooperation, hence the gain of BS cooperation should be larger.

• The crosscoupling between UEs will be larger in this setup, as spatial degrees of freedom
in the channel formerly used for interference rejection are now used for spatial multi-
plexing. This renders centralized DAS schemes even more important than decentralized
schemes such as DIS.

• DAS quantization will in addition become more backhaul-efficient, as more UEs can
benefit from the same quantization process, without having to increase the number of
quantization bits accordingly.

Hence, it can be expected that DAS strategies become more important in systems using
intra-cell-CoMP. Further, the overall rate/backhaul trade-off will improve, while a significant
extent of additional complexity is added to the system.

5.3.2 Terminals with more Receive Antennas in the Downlink

LTE Release 8 furthermore considers the usage of multiple receive antennas per terminal.
These can be used for the downlink transmission of multiple data streams to each UE through
spatial multiplexing, e.g. [HVKS03,DLS05], or to enable a certain extent of interference re-
jection at the terminal side [TSS+08].

In the first case, a capacity-achieving strategy would be to use an Nmt ×Nmt receive filter
at each UE, if Nmt is the number of receive antennas, applying local SIC or joint decoding of
Nmt streams at each UE. Clearly, an adaptation in the number of schemes will be necessary if
the channel is rank-deficient. For fixed UE-side receive filters, the system can then be seen as a
transmission to NMT = K ·Nmt virtual terminals with one antenna each, if the channel matrix
and receive filters are merged into an effective channel [VJG03,VT03,YL07]. In this case, it
is easy to see that the uplink/downlink duality used in Section 2.3.3 still holds, even under an
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equivalent transmission equation due to imperfect CSI, as introduced in Section 2.3.2. The
receive filters in the downlink then correspond to UE-side transmit filters in the dual uplink.
The calculation of the transmit filters in the uplink in conjunction with determining the
optimal uplink power allocation was addressed in, e.g. [JJVG02,VRJG03,Yu03,JRV+05] for
a sum-power constrained downlink. Per-antenna power constraints can also be incorporated
into this model [YL07], but then convergence can become an issue. Recently, the authors
in [HJ08, HJU09] have proposed a filter-based solution to decorrelate every point-to-point
link in such a setup, such that an independent optimization is possible. The work could also
be used to model the case where multiple receive antennas at the UE side are used solely for
interference rejection, as then a certain subset of dual uplink power values is simply set to
zero. An extension of the concepts in [HJ08, HJU09] to per-antenna power constraints and
the impact of imperfect channel knowledge would be straightforward, but beyond the scope
of this thesis. We hence constrain ourselves to a brief discussion on the impact of Nmt > 1 in
the context of backhaul-efficient CoMP:

• If multiple receive antennas at the UE are used for spatial multiplexing

– Non-cooperative schemes will suffer more strongly from non-cancellable interfer-
ence, hence the gain through CoMP can be expected to be larger.

– Due to less unused degrees of freedom in precoding, the effective crosscoupling be-
tween cells will increase, rendering TS and DAS schemes more important, according
to our observation in 3.4.2.

– Similar to intra-cell CoMP in the uplink, DAS schemes will become more effi-
cient, as a larger number of streams can be served at only a minimal increase in
quantization bits. The rate/backhaul trade-off is hence expected to improve.

• If multiple receive antennas are used for interference rejection

– The effective cross-coupling between cells will decrease, as the UEs can reject a
certain extent of interference.

– Non-cooperative performance will increase, while cooperative performance will only
marginally improve, hence diminishing the gain of CoMP.

– UMC and especially QSC schemes will become superior, due to the reduced cross-
coupling, and also because DPC concepts play a minor role.

5.4 Summary

In this chapter, we have discussed the considered BS cooperation concepts under practical
aspects, and stated the implications of our key findings in the last chapters on the practical
usage of CoMP. We have seen that

• Though practical CoMP algorithms may be combinations of the CoMP concepts in-
troduced in this work, the thesis still yields an important insight into fundamental
trade-offs that have to be considered.

• CoMP might lead to a change in paradigm of mobile network organisation, with clusters
replacing the concept of cells.
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• Ideally, a mesh backhaul topology should be established between BSs to facilitate low-
latency uplink CoMP, while a star topology would be more suitable for the cooperative
downlink.

• Iterative uplink CoMP schemes appear questionable under both theoretical and practical
considerations.

• From a practical point of view, decentralized uplink CoMP schemes provide many ben-
efits, such as less complexity, only local CSI requirements, and most likely an easier
usage in conjunction with ARQ and ad-hoc CoMP.

• In the downlink, UMC schemes cover not only a wide range of scenarios, but also offer
low complexity.

• Scheduling for CoMP is an important (yet hardly investigated) topic, as cooperation
gains can be increased, or scenarios created for a particular cooperation concept. The
option of ad-hoc CoMP in the uplink, i.e. on demand cooperation after transmission
has already taken place, promises further improvements of the rate/backhaul trade-off
and a shift of ARQ concepts into the network.
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Chapter 6

Conclusions

6.1 Contribution of this Work

In this work, novel information-theoretic models for the analysis of rate/backhaul trade-
offs achievable with a multitude of CoMP schemes under imperfect channel knowledge have
been derived. For downlink CoMP, a major theoretical contribution has been made in the
field of uplink/downlink duality, which allows an easier calculation of capacity regions under
no or partial BS cooperation and imperfect CSI. The concepts of performance regions and
backhaul-constrained capacity regions have been introduced, which enable a joint observation
of achievable rates and the corresponding backhaul required.

After a detailed analysis of the capacity gains achievable through CoMP techniques under
imperfect channel knowledge and the identification of scenarios where CoMP appears most
beneficial, a comprehensive study and comparison of various base station cooperation concepts
has been performed for small, analytically tractable scenarios.

The most promising cooperation techniques have then been observed in the context of
large cellular systems, where clustering and resource partitioning schemes are used to break
such a system down into CoMP scenarios of reasonable size and complexity. The results
provide a good basis for mobile operators to assess the rate/backhaul trade-off of various
CoMP strategies, and determine suitable cooperation sizes.

A bridge between theory and practice has been drawn through a comprehensive discussion
of practical aspects connected to the cooperation schemes. Further, implicit requirements of
different CoMP schemes have been pointed out, and a brief insight has been given on the gain
of scheduling for CoMP and ad-hoc CoMP concepts.

6.2 Main Conclusions

The work has shown that the strongest CoMP gains in both uplink and downlink can typically
be expected for cell-edge scenarios, where the benefit of CoMP in fact increases, the less
channel knowledge is available. All CoMP schemes compared are in principle equally sensitive
to imperfect channel knowledge, but the fact that imperfect CSI strongly decreases the CoMP
gains in scenarios of weak interference narrows down the regimes in which particular schemes
are otherwise attractive.
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In both uplink and downlink, significant throughput gains over conventional systems can
already be obtained if interference rejection combining or interference-aware precoding are
performed. Additional gains are possible - still requiring no additional backhaul between base
stations compared to an LTE Release 8 system - if the assignment of base stations to terminals
is adjusted flexibly on a short-term basis, or if base stations can serve multiple UEs on the
same resource through local joint decoding or joint preprocessing.

In the uplink, DIS strategies, where base stations exchange information on decoded data,
appear to be of interest in regimes of weak or asymmetrical interference, and low background
noise. These schemes provide a limited extent of interference cancellation at a very efficient
usage of backhaul. From a practical point of view, a main benefit of these schemes is their
low complexity, and that all BSs only require local channel knowledge. In regimes of strong
interference, or if a moderate extent of backhaul is available, DAS strategies are superior,
where quantized signals are exchanged between base stations and centralized decoding at an
involved BS is performed, however requiring larger complexity. For both concepts, a mesh
backhaul topology is preferred. Iterative cooperation approaches, i.e. with multiple phases of
information exchange, yield only marginal benefit in terms of rate/backhaul trade-off.

In the downlink, UMC schemes, where only those base stations participate in the trans-
mission to a terminal that have a reasonably strong link, have shown to be beneficial for most
scenarios of low to moderate backhaul. If more backhaul is available, full BS cooperation can
be used, facilitating the usage of DPC techniques. A superposition of conventionally and co-
operatively transmitted messages appears beneficial in theory, but is questionable in practical
systems due to a strongly increased UE complexity and other issues.

Simulation of large cellular systems has shown that in uplink as well as downlink, sub-
stantial capacity gains are already possible if co-located BSs perform cooperation without
requiring an expensive backhaul infrastructure. Clustering and resource partitioning concepts
that enable the cooperation of two adjacent sites have shown to yield a fairly marginal in-
crease of average throughput, but major improvements of system fairness. In the downlink,
such CoMP strategies require an additional backhaul traffic solely on the order of 80% of the
system throughput, through the exploitation of intra-site CoMP in conjunction with UMC
schemes. In the uplink, the proposed clustering concept yields scenarios of strong interfer-
ence in which centralized DAS concepts are dominant, where the work has shown that the
throughput/backhaul trade-off strongly depends on whether sophisticated signal quantization
schemes are used. A practical system can be expected to require about 3 bits of additional
backhaul for each bit of throughput in the uplink, if 90% of the potential CoMP gains are
to be exploited. In total, the overall backhaul infrastructure required in addition to a non-
cooperative system in uplink and downlink can hence be expected to carry less than twice
the actual system capacity (under various optimistic assumptions, but assuming practical
quantization schemes), if the downlink traffic is at least of the same order as the uplink
traffic.

In general, the results suggest that there might be some major paradigm changes in
future mobile communications. On one hand, cell concepts might be replaced through cluster
concepts, as discussed in Chapter 4. On the other hand, it is thinkable that ARQ concepts
could be shifted into the network, meaning that fluctuations of the wireless channel could
be compensated through on-demand information exchanges and cooperation between base
stations rather than re-transmission processes between terminals and base stations.
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6.3 Future Outlook

In Chapter 4, it has been stated that the value of system-level simulations based on a flat-
plane model might be questionable for a meaningful investigation of CoMP. Instead, a more
conclusive system-level analysis of CoMP should be based on 3D-models of representative
urban areas, where realistic interference scenarios can be captured through e.g. ray-launching
techniques [RBL+91] and evaluated w.r.t. the suitability of different CoMP concepts. It can
be expected that under practical signal propagation conditions, scenarios of highly asymmet-
rical interference with low background interference occur more often, rendering decentralized
CoMP schemes more attractive than they appear in this work. A novel research topic in this
context is to use sectorization in order to avoid or purposely create interference that can then
be potentially addressed with CoMP [RHZF08]. In general, further practical field trials of
CoMP schemes as in [I+09, GMRF10, HKF10] are necessary to obtain a better insight into
the benefit vs. effort of CoMP under practical signal propagation conditions.

As pointed out in Section 5.2, major research is still necessary in the fields of scheduling for
CoMP and ad-hoc CoMP. In general, the success of CoMP will strongly depend on whether
systems can be built such that they use a reasonable extent of inter-BS signaling to decide

• which base stations should generally be considered for cooperation,

• when CoMP is to be used, and

• what kind of CoMP strategy is most efficient in the very situation.

These decisions and corresponding thresholds may depend strongly on whether spectral
efficiency, energy or cost efficiency is to be optimized.

Further, it appears beneficial to use flexible pilot concepts and channel state information
feedback schemes which are adapted to the current channel scenario, CoMP scheme and
desired uplink/downlink throughput ratio [MRF10].

Finally, an interesting research field is the joint usage of relaying and CoMP concepts in
heterogeneous deployments [RFL09]. For example, downlink CoMP appears highly suitable
for the feeder link to a relay node, exploiting the fact that the latter is typically static, and
hence very precise channel knowledge can be obtained at the transmitter at minimal effort.
A major challenge then lies in the system design, given the many degrees of freedom in
interference shaping and exploitation.
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Appendix A

Literature Overview on CoMP

To our knowledge, CoMP was originally proposed for Code Division Multiple Access (CDMA)
systems in [BMTT00,MBW+00,WBOW00,SZ01,WMSL02] and extended to Orthogonal Fre-
quency Division Multiplex (OFDM) systems, which are of interest in our work, in [SWC+02].
Since then, major research has been performed on this topic, mainly centered around the
following key questions or key challenges connected to CoMP:

• Benefits through CoMP have been addressed in a wide range of publications. Sig-
nificant improvements of spectral efficiency have e.g. been predicted in [MKF06] for the
uplink and [FKV06,KFV06, JTH+07,HT08] in the downlink. A good overview on the
potential of interference cancellation through CoMP is given in [And05, CA07a]. The
capability of CoMP to improve instantaneous rate fairness in a network was observed
in, e.g., [KFVY06], whereas the trade-offs between obtaining spatial multiplexing gain,
array gain and/or diversity have been explored for the downlink in, e.g., [ZD04].

• Synchronization issues connected to CoMP can be divided into the following
fields: Frequency synchronization and timing synchronization of involved communica-
tion entities, as well as the phase-coherent synchronization of base stations required
for downlink CoMP. It appears that the first issue is minor, as standard frequency
synchronization and synchronization error compensation schemes from LTE can be em-
ployed [MKP07,SJ09,KHF09]. Timing synchronization poses a major constraint towards
CoMP, as strongly differing signal propagation delays between base stations and jointly
processed terminals can lead to inter-symbol interference (ISI) or inter-carrier interfer-
ence (ICI) [KF10]. The aspect of phase synchronization appears to be solvable through
GPS-based reference normals at the base stations [I+09] (at small CSI feedback delay),
or through a network-based IEEE1588v2 time protocol [Dro05, Lim08]. To the knowl-
edge of the authors, however, it has yet not been proved in field trials whether the latter
approach offers sufficient accuracy.

• Channel estimation for CoMP, more specifically the impact of imperfect channel
knowledge on the performance of CoMP was studied in, e.g., [SMW+01,WSM06]. It was
pointed out in [MW04b] that this can indeed be a crucial problem connected to CoMP.
Concrete pilot design for CoMP was done in, e.g., [MWSL02], and specifric channel esti-
mation algorithms proposed in [ZN04,MW04a]. A good overview on channel estimation
for MIMO OFDM systems in general is found in [BLM03,MB05,CA07b]. An important
aspect is also the estimation of signal-to-noise ratios for filter computation [ZM09]. In
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the author’s opinion, channel estimation for CoMP is a solvable problem, though the
previously cited work will still have to be extended to specific multi-cell multi-user pilot
sequences and corresponding estimation schemes for LTE-Advanced.

• Feedback of channel knowledge is an important aspect for downlink CoMP, but
has already been widely investigated in the context of point-to-point MIMO systems.
Obviously, such schemes can benefit strongly from the fact that channel realizations
are typically strongly correlated in time and frequency. Whereas some authors focus on
vector quantization techniques and the inherent codebook design [LJ06, LJ07], others
approach the topic more from a source coding point of view, i.e. use decorrelation filters
to obtain Gaussian quantities that can be quantized with standard codebooks [CJCU07,
JCCU08]. CSI feedback implies that downlink rates are traded against uplink rates,
suggesting an application-driven adaptation of the extent of CSI feedback [MRF10].

• User selection/scheduling for CoMP has e.g. been investigated in [KPKG05,MK06,
KdFG+07,MK07], where the focus has been on finding terminals with compound chan-
nel properties that can be scheduled onto the same resource in time and frequency and
served efficiently through CoMP, while minimizing the accuracy of information needed
for performing this decision. Interference-aware scheduling for non-cooperative systems
has been investigated in [JST+09]. While these publications provide a good basis, there
still appears to be vast research required for the design of LTE Advanced systems that
can decide ad-hoc when CoMP is to be applied, and to which terminals.

• Practical CoMP algorithms for the uplink have been proposed in e.g. [GHEM04,
BC07b,BC07a,AEH08]- In these schemes, which can be seen as an extension of local
interference-cancellation schemes [CCC00], to decentralized algorithms, the base sta-
tions perform individual decoding, but assist each other through the exchange of like-
lihood information on transmitted bits. Degrees of freedom lie in the question whether
each BS only exchanges information on the transmission of an assigned terminal [KF07],
or also information on interfering terminals [KF08]. In all cases, a mutual-information
maximizing quantization of likelihood values [Rav09] can significantly reduce the re-
quired communication bandwidth between base stations. In [MJH06], the authors come
to the conclusion that one single information exchange between base stations can in fact
yield good decoding results, while further reducing the inter-base-station communica-
tion - an aspect we will also confirm later. For the downlink, concrete CoMP algorithms
have been proposed in [NEHA08], also based on message passing, or [PHG08,PHG09],
where each base station performs signal processing redundantly.

• Clustering concepts for CoMP, hence an a priori or ad-hoc definition of groups of
base stations that are allowed to cooperate, possibly in conjunction with resource par-
titioning concepts, have been discussed in [MF07a,PGH08,ZCA+08]. All such schemes
basically trade performance against signaling overhead. An interesting insight into an
optimal frequency reuse factor for a cooperative system is provided in [LYG06], as the
results are slightly controversial to most operator’s target of reuse factor 1.

• CoMP field trial results are available from, e.g., the EASY-C project [I+09], where
large-scale research test beds for LTE-Advanced have been established. Uplink results
are presented in [JJT+09, GMRF10], whereas the downlink is covered in [JTW+09,
HKF10].



Appendix B

Proofs connected to Imperfect
Channel Knowledge

B.1 Modified Transmission Equation for UL under Imp. CSI

In this section, we prove Theorem 2.2.1. Let us recall from (2.4) that we assume the channel
estimate at the receiver side to be

Ĥ = H + Ê, (B.1)

and can hence re-write the transmission equation from (2.1) as

y =
(

Ĥ − Ê
)

s + n =
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Ĥe
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 s + n, (B.2)

in order to split the channel estimation error Ê into a part Ē ∈ C
[NBS×K] which is fully

correlated with the estimated channel Ĥ (i.e. a kind of bias), and a part Ee ∈ C
[NBS×K] which

is completely uncorrelated [PSS04]. To compute the variance of the uncorrelated part (i.e. the
conditional variance of the elements in Ê given that Ĥ is known), we observe the differential
entropy relations [CT06]
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|ĥi,j |2
})

,(B.4)

considering that the channel is modeled as a Gaussian random variable in Section 2.2.1, from
which we can follow that
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As stated in (B.2), we can then merge the estimated channel Ĥ and the correlated error
term Ē into a power-reduced unbiased channel estimate Ĥe ∈ C

[NBS×K] given as [PSS04]
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which leads to the fact that the mean powers of the elements in Ĥe and Ee sum up to that
of the actual channel H again. Under the assumption that the receiver knows the statistics
of the channel estimation error term Ee, a typical receiver strategy would now be to multiply
the received signals with the linear MMSE filter

M = P
(

Ĥe
)H
(

ĤeP
(

Ĥe
)H

+ E
{

EeP (Ee)H
}

+ σ2I

)−1

, (B.7)

with P = P(F̂all), in order to obtain estimates ŝ = My on the transmitted symbols. Let us
now observe one instantaneous channel estimate Ĥe and derive the average mutual informa-
tion of the transmission over multiple estimation error realizations Ee as
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where the second term can be upper-bounded as the entropy of the mean-square error (MSE)
between the signals transmitted and estimated [JB03,YG06] as EEe{h(S; Ŝ|Ĥe)} =
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where (B.11) is based on Jensen’s inequality, and Φhh = EEe{EeP (Ee)H }. Equation (B.12)
now states the MSE of a transmission where the impact of channel estimation error is treated
as a random variable that changes in each channel access. Using (B.12) with (B.8) now yields
a lower bound on the mutual information
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In this work, we are typically interested in the opposite case, i.e. the capacity of a fixed
channel H, averaged over many channel estimation realizations Ĥe, which we approximate as
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where He is the average channel estimate at the receiver, which, considering an unbiased
estimator, is a power-scaled version of the actual channel H, given from (B.1) and (B.5) as
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We will from now on refer to He as the effective, power-reduced channel. Note that the
right-hand side of the approximation in (B.14) is actually larger than the left-hand-side due to
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Jensen’s equality. However, numeric evaluation has shown that for most channels considered
in this work, (B.14) can almost be treated as an equality. Only if the channel estimation
noise is of the same power or larger than the channel itself (given unit pilot power), i.e.
σ2

E ≥ E{|hi,j |2}, the right-hand side of (B.13) may lead to an overestimation of the left-
hand side of a few percent. This, however, is a regime in which the exploitation of a link
is questionable, anyway. Considering, additionally, that the mutual information for a given
channel estimate in (B.13) is already a strong underestimation due to the transformation
in (B.11), we assume that in total, (B.15) is a valid lower bound.

Intuitively, this bound can be understood as follows. Initially, we assume both the channel
and the estimation error to be random variables with a different realization per block. Then,
assuming the latter to have a different realization per channel access, yields a multiplication
of Gaussian random variables Ee · s in (B.2), which itself is non-Gaussian. Further assuming
this product to be Gaussian (knowing that for a given covariance, a Gaussian distribution of
a random variable is the one that maximizes entropy) overestimates the detrimental impact
of channel estimation error [Med00]. Regardless of the particular BS cooperation scheme we
observe in our work, we can hence conservatively estimate the performance of our original
transmission in (2.1) by observing the transmission

y = Hes + v + n, (B.16)

where He is given in (B.15), and v ∈ C
[NBS×1] is an additional, zero-mean Gaussian noise

term caused by the channel estimation error, fulfilling

E
{
vvH

}
= Φhh = E

{

EessH (Ee)H
}

= ∆
(

ĒeP
(

F̂all

) (
Ēe
)H
)

, (B.17)

where ∀ i, j : ēe
i,j =

√

E{|ee
i,j |2}. The expression E{vvH} yields a diagonal covariance due

to the fact that all elements of Ee are uncorrelated.

B.2 Modified Transmission Equation for DL under Imp. CSI

In this section, we prove Theorem 2.3.1. Let us recall the transmission in (2.57), i.e.

y =







(
1 − 2−Nb

)− 1
2

(

ĤBS − ÊBS
)

︸ ︷︷ ︸

ĤUE

−ÊUE







H

Wx + n. (B.18)

As in the uplink, we want to transform this into an equation

y =
(

Ĥe + Ee,BS + Ee,UE
)H

Wx + n, (B.19)

where all terms Ĥe, Ee,BS and Ee,UE are uncorrelated from each other and sum up to the
power of the original channel again. We can start by observing the variance of ÊUE conditioned
on ĤBS and ÊBS. Clearly, this is the same as conditioning the variable on ĤUE, which we
have already derived in Theorem 2.2.1 as

∀ i, j : E

{∣
∣
∣e

e,UE
i,j

∣
∣
∣

2
}

= E
{∣
∣êUE

i,j
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∣
2
∣
∣
∣ ĥUE

i,j

}

=
E
{

|hi,j |2
}

· σ2
E

E
{

|hi,j |2
}

+ σ2
E

. (B.20)



140 Proofs connected to Imperfect Channel Knowledge

As in the uplink, we must consider the part of ÊUE which is correlated with ĤUE, and
which leads us to the unbiased channel estimate Ĥe,UE [PSS04]

∀ i, j : ĥe,UE
i,j =



1 − σ2
E

E
{

|hi,j |2
}

+ σ2
E



 ĥUE
i,j . (B.21)

Now we need to determine the variances of the elements of ÊBS conditioned on ĤBS,
where we make use of the relation between estimated and real channel in (2.56) and state the
differential entropy relations [CT06]

∀ i, j : h
(
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. (B.22)

We can now conjecture from (B.18) and (B.22) that

∀ i, j : E

{∣
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e,BS
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2
}

= 2−Nb

(

E
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|hi,j |2
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E
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+ σ2
E

. (B.23)

We can now follow the argumentation from Section B.1 again and introduce an effective
channel. This can be derived, such that the powers of all terms in parentheses in (B.19) sum
up to the power of the actual channel again, as

∀ i, j : he
i,j = hi,j ·

√
√
√
√
√

E
{

|hi,j |2
}

(1 − 2−Nb)

E
{

|hi,j |2
}

+ σ2
E

. (B.24)

We can easily see that if the CSI at BS and UE side is the same (i.e. Nb → ∞), the
effective channel corresponds to that of the uplink in (2.8). Note that Ee,BS and Ee,UE are
still assumed to be random variables that remain constant over a complete transmission block.
If we now assume that these random variables have a different realization for each transmitted
symbol, the expressions Ee,BSWx and Ee,UEWx have a product normal distribution, which
is rather difficult to handle. If we assume these terms to be Gaussian random variables, we
overestimate their impact on the transmission, as a Gaussian distribution maximizes entropy
for a given variance. If we assure that both stated terms have a detrimental effect on our
achievable rates in the remainder of this work (hence these terms are never exploited as
useful signal power), we can hence inner-bound capacity regions of the initial transmission
equation (2.54) by making the above mentioned assumptions. As all elements in Ee,BS and
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Ee,UE are uncorrelated, we can further state

E

{
(
Ee,BS

)H
Wx

((
Ee,BS

)H
Wx

)H
}

= ∆
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Ēe,BS
)H

ΦssĒe,BS
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and (B.25)
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, (B.26)

where ∀ i, j : ēBS
i,j =

√

2−Nb
(E{|hi,j |

2})2

E{|hi,j |
2}+σ2

E

and ēUE
i,j =

√

|hi,j |2·σ2
E

|hi,j |2+σ2
E

.

B.3 Downlink SINRs under Imperfect CSI

In this section, we prove Lemma 2.3.2. Let us first observe a simplified SISO transmission

y = (h + ∆h) s + n, (B.27)

where y, s and n are scalar Gaussian random variables, and h and ∆h correspond to a (block
static) channel and Gaussian random channel estimation error, where we assume h to be
known to both transmitter and receiver, and ∆h to be known only to the receiver. We are
interested in the average mutual information of this transmission over all possible realizations
of the channel component ∆h only known to the receiver, which can easily be stated as

E∆h {I(S; Y )} = E∆h
{h(Y ) − h(Y |S)} (B.28)

= E∆h

{

log2

( |h + ∆h|2E{|s|2} + E{|n|2}
E{|n|2}

)}

(B.29)

≥ log2

( |h|2E{|s|2} + E{|n|2}
E{|n|2}

)

. (B.30)

Here, Y and S denote the sequences of all received and transmitted signals over all Nsym

channel accesses, respectively. We can see from (B.28) that the mutual information can be
lower-bounded by the case where the channel estimation error at the transmitter side (but
known to the receiver side) simply does not exist. Clearly, this is not a very satisfactory lower
bound, as it is intuitive to see that the receiver should actually benefit from the additional
signal power connected to ∆h, but this is difficult to state in compact notation (i.e. where
all expectation values connected to channel estimation error appear in the logarithm, hence
where a closed-form SINR can be stated), without conflicting with Jensen’s inequality.

For the dirty-paper coding case, we state an even weaker lower bound by assuming that
any channel estimation error at the transmitter side, despite being known at the receiver side,
is treated as noise [MF09b], if the receiver is supposed to benefit from DPC.

With (B.28) and the previous considerations, (2.61) is directly derived from (2.58). Each
UE k sees a useful signal term (based on the chosen precoding vector wk and the effective
channel he

k the BS can exploit with its limited CSI), and noise terms connected to interference
or the impact of channel estimation error. In the case of pure linear precoding, each trans-
mission is interfered by all other transmissions (hence J1(k) = {j ∈ K : j 6= k}), but the
fact of less CSI at the BS side than at the UE side has no effect for the useful signal directed
towards k, as seen in (B.28) (hence also J2(k) = {j ∈ K : j 6= k}). In the case of dirty paper
coding, where the UEs are assumed to be encoded in the order K..1, the BSs can transmit
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in such a way that all UEs are free of the interference of transmissions encoded successively
(at least the extent of interference connected to the channel knowledge at the BSs, hence
connected to He), as proven in [Cos83] (hence ∀ k : J1(k) = {j ∈ K : j < k}). However, all
UEs suffer from the imperfect CSI at both BS and UE side as well as the additional channel
imperfectness at the BS side through additional noise terms. Only UE K, which is encoded
first and hence does not benefit from DPC, does not suffer from its own noise term connected
to additional CSIT imperfectness (hence J2(K) = {1..K−1} and ∀ k < K : J2(k) = K).



Appendix C

Proofs connected to
Uplink-Downlink Duality

In this appendix, we prove Theorem 2.3.3. The proof consists of proving two lemmas in the
sequel.

C.1 DL SCO Problem with Per-Antenna Power Constraints

Lemma C.1.1. A downlink beamforming problem from M fully cooperative BSs with Nbs

antennas each to K UEs with one antenna each and noise covariance σ2I, individual SINR
targets and per-antenna power constraints P̌max, has the same optimum solution (i.e. the same
minimum sum transmit power) as an uplink transmission from K UEs to M BSs through the
same (reciprocal) channel with the same SINR targets under a sum-power constraint and a
least favorable noise covariance.

More specifically, the downlink SINR-constrained optimization (SCO) problem

minimize α · tr{P̌max}
subject to ∆

(
WWH

)
� αP̌max

and ∀ k ∈ K : ˇSINR
inf
k ≥ ξk, (C.1)

where P̌max = diag(p̌max) contains the per-antenna power constraints on the diagonal as
defined in Section 2.3.1, α ≥ 0 is a slack variable, and ∀ k ∈ K : ˇSINR

inf
k are the achievable

downlink SINRs as given in Lemma 2.3.2, can be tackled by solving a dual uplink SCO
problem

max
Φ̂nn

min
P̂

K∑

k=1

p̂k

subject to ∀ k ∈ K : ˆSINRk ≥ ξk

and tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max}, Φ̂nn � 0, (C.2)

where P̂ = diag(p̂) are dual uplink transmit powers and ∀ k ∈ K : ˆSINRk are the achievable
uplink SINRs.
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Proof. The proof is partially based on work in [YL07], but extended to the case of imperfect
CSIT and CSIR, due to our downlink transmission model in Section 2.3.2. We also believe
that we have found a significantly more compact proof than the stated authors. Let us initially
recall the achievable downlink SINR of each user k ∈ K based on Lemma 2.3.2 as

ˇSINR
inf
k ≥
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+σ2

, (C.3)

where J1(k) and J2(k) were stated in the context of Lemma 2.3.2 and are not of particular
interest here. By inserting (C.3) into the optimization problem (C.1), we can restate this as

minimize α · tr{P̌max}
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where WJ is the precoding matrix W reduced to all columns connected to UEs j ∈ J . As the
achieved terminal SINRs are independent of phase rotations of complete columns of matrix
He, we can assume without loss of generality that ∀ k ∈ K : ={(he

k)
H wk} = 0 [YL07], which

allows us to write (C.4) as
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This corresponds to the formulation of a second order cone programming (SOCP) prob-
lem [BV04, WES06] with a convex objective and convex constraints, for which it is known
that if a Lagrangian dual problem can be formulated, strict duality holds, hence the optimum
value of the dual problem is equal to the optimum value of the original problem [BV04]. We
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can state the Lagrangian for the optimization problem in (C.1) as

L(α,W,Q,Λ) =

α · tr{P̌max} +
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 , (C.6)

where q ∈ R
+[NBS×1]
0 with Q = diag(q) are the Lagrangian multipliers connected to the per-

antenna power constraints, and ∀ k ∈ K : λk ∈ R with Λ = diag(λ1..λK) are the Lagrangian
multipliers connected to the SINR constraints. These multipliers can be seen as penalties that
are added to the objective function if the constraints are not met. Hence, the optimization
problem with explicit, hard constraints from (C.1) has been modified to an optimization
problem with implicit, soft constraints. The authors in [YL07] have shown that it is also
possible to obtain the Lagrangian from the formulation of a SOCP directly, which can be
easily extended to our model incorporating imperfect CSI. Equation (C.6) can be restated as
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(C.7)

where ∀ i ∈ {1, 2} : J ∗
i (k) = {j ∈ K : k ∈ Ji(j)} are the dual sets to J1(k), J2(k), and the

dual objective function [BV04] can then be written as

g(Q,Λ) = min
W

min
α

L(α,W,Q,Λ). (C.8)

As there is no constraint on parameter W, and α is only constrained to be non-negative,
we have to assure that Q and Λ in (C.8) are constrained such that the objective function
always yields a finite, non-negative value. As already indicated in (C.7), this is the case if we
assure that tr{P̌max}− tr{QP̌max} ≥ 0 and that the bulky expression in parentheses in (C.7)
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is positive semidefinite. With these observations, we can finally state the dual problem as
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and tr{QP̌max} ≤ tr{P̌max},Q � 0. (C.9)

As the original problem has been shown to have a convex objective and convex constraints,
we have already proved that (C.9) is strictly dual to the original optimization problem (C.1),
hence they lead to the same optimum solution α · tr{Pmax} =

∑K
k=1 λkσ

2
k. However, we still

have to prove that (C.9) is equivalent to the uplink SCO problem in (C.2). For this, let us
re-write (C.9) as
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and tr{QP̌max} ≤ tr{P̌max},Q � 0. (C.10)

Now it is easy to see that at the optimum of (C.10), there must be at least one vector ŵk

for each k for which the second line in (C.10) is met with equality. If this were not the case,
λk as well as other lambda values could be increased, so that a better objective value would
be achieved, while still fulfilling the constraints. Based on this knowledge, we can change the
maximization over Λ in (C.10) to a minimization and state
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If we now introduce Φ̂nn = σ2Q and ∀ k ∈ K : p̂k = λkσ
2, we can write (C.12) as
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max} ≤ σ2tr{P̌max}, Φ̂nn � 0, (C.12)

which corresponds to (C.2), an uplink problem where ∀ k ∈ K : ŵk are the BS-side receive
filters, with imperfect receiver-side CSI and a least favorable noise covariance, i.e.

max
Φ̂nn

min
P̂

K∑

k=1

p̂k

subject to ∀ k ∈ K : ˆSINRk ≥ ξk

and tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max}, Φ̂nn � 0. (C.13)

For per-base-station power constraints (hence constraints on groups of antennas), it has
been shown in [YL07] that the same concept of uplink/downlink duality can be applied,
but that the matrix of Lagrangian multipliers Q is of size M × M , as the number of power
constraints is less. The leads to the fact that the virtual uplink noise covariance matrix Φ̂nn

must have equal values on all elements connected to BS antennas belonging to the same BS.
In the case of a sum-power constraint in the downlink, all diagonal elements of the virtual
uplink covariance matrix Φ̂nn must be equal, yielding the unique solution Φ̂nn = σ2I.

C.2 Equivalence of UL and DL Capacity Region under Per-
Ant. Power Constr.

Lemma C.2.1. The capacity region of a downlink transmission from M BSs with Nbs an-
tennas each to K UEs with one antenna each, noise covariance σ2I, per-antenna power con-
straints P̌max and imperfect transmitter-sided CSI is equivalent to the capacity region of an
uplink transmission from K UEs to M BSs through the same (reciprocal) channel under a sum-
power constraint and a least favorable, diagonal noise covariance fulfilling tr{Φ̂nnP̌

max} ≤
σ2tr{P̌max}, and the same extent of imperfect receiver-sided CSI.

Proof. The proof follows directly from Lemma C.1.1. In both the original downlink SCO
problem (C.1) and the dual uplink SCO problem (C.2) it is apparent that at the optimum
point, all SINR constraints have to be met with equality. If this were not the case, i.e. if one UE
would over-fulfill its SINR constraint, the corresponding transmit power could be reduced (and
that connected to other UEs correspondingly), leading to an improved metric. For Nmt = 1,
there is a direct relation between SINR and capacity C = log2(1+SINR), assuming Gaussian
modulation, perfect coding and infinite block lengths. Hence, if we observe all rate tuples
for which the downlink SCO problem from Section C.1 is feasible (hence yielding α ≤ 1),
the dual uplink SCO problem must also be feasible and yield

∑K
k=1 p̂k ≤ tr{P̌max}. Hence,

the capacity regions of the modified downlink transmission from (2.58) and of a dual uplink
transmission with a sum power constraint and a least favorable noise covariance fulfilling
tr{Φ̂nnP̌

max} ≤ σ2tr{P̌max} must be equivalent.
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Appendix D

Proofs connected to Capacity
Regions

D.1 Uplink Capacity Region under Infinite BS cooperation

In this section, we prove Theorem 2.2.2. For any power allocation P � P(F̂all), the mutual
information of the modified transmission equation in (2.7) is given as [CT06]

I(S; Y ) = h(Y ) − h(Y |S) (D.1)

= log2 |πeΦyy| − log2

∣
∣
∣πeΦyy|s

∣
∣
∣ , (D.2)

where S and Y denote all transmitted and received signals during Nsym consecutive channel
accesses, Φyy ∈ C

[NBS×NBS] denotes the signal covariance of the received signals at all BS
antennas, and Φyy|s ∈ C

[NBS×NBS] denotes the same signal covariance, but conditioned on the
fact that S is known. We can then follow from
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and the fact that signals from some UEs can be decoded and subtracted from the system
before the decoding of other UEs (i.e. successive interference cancellation), that the maximum
sum-rate of any subset of messages ∀F ⊆ F̂all is limited through

∑

F∈F

νF ≤ log2

∣
∣
∣
∣
I +

(

σ2I + ∆
(

ĒeP
(

F̂all

) (
Ēe
)H
))−1

HeP (F) (He)H

∣
∣
∣
∣
. (D.5)

The overall capacity region considering all power allocations P � P̂max in (2.11) then
follows through standard time-sharing arguments [CT06]. As the modified transmission equa-
tion in (2.7) overestimates the impact of imperfect channel knowledge at the receiver side as
proved in section B.1, equation (2.11) states an inner bound to the capacity region of the
original uplink transmission in (2.1).
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D.2 UL Capacity Region with DIS/CIF/DAS BS Cooperation

In this section, we prove Theorem 2.2.5, stating inner bounds on the capacity regions of
various uplink base station cooperation schemes.

Proof. Equation (2.31) is similar to (2.18) in Theorem D.4.1 in the way that we observe all
subsets of messages that are actively decoded by a particular BS m, where the resulting rate
constraints consider all possibilities of SIC decoding order of these messages (or, equivalently,
joint decoding of subsets of these messages). However, we now also consider the fact that a
BS can exploit signals received by other BSs and forwarded to BS m according to the DAS
concept. In (2.31), we model this such that the decoding of messages is always based on the
received signals of all M −1 other BSs (or all M BSs in case decoding takes place at a central
network entity), where in those cases where no DAS cooperation exists between pairs of BSs,
an infinite quantization noise is introduced. Recall that we have defined the following four
sets of messages ∀ m ∈ M :

F [m] =
{

FM′

j , FM′,m′→M′′

j , FM′,m′;M′′

j ∈ F̂all : m ∈ M′
}

(D.6)

F̄ [m] =
{

FM′

j , FM′,m′→M′′

j , FM′,m′;M′′

j ∈ Sall : m /∈ M′ ∧ m /∈ M′′
}

(D.7)

~F [m] =
{

FL,l→L′

j ∈ F̂all : m ∈ L′
}

(D.8)

;

F
[m]

=
{

FL,l;L′

j ∈ F̂all : m ∈ L′
}

, (D.9)

where the first one denotes all messages that are purposely1 decoded by BS m, the second one
denotes the set of messages that are neither decoded by BS m itself nor forwarded to BS m
via DIS or CIF concepts, and the latter two denote all messages forwarded to BS m according
to the DIS or CIF concept, respectively. We will now derive all equations in Theorem 2.2.5
explained along the signal processing steps taken at a decoding BS, for which we have defined
a specific order in Section 2.2.5.

DAS-based quantization
First, a BS m ∈ M (possibly) receives quantized receive signals from other BSs M′ ⊆ M\m.
This information exchange between BSs is characterized through the fact that the quantized
signals have already undergone signal processing at the quantizing BSs. For instance, inter-
ference might have been (partially) subtracted due to DIS and CIF concepts, and the BSs
will have decoded messages and subtracted the corresponding sequences from their received
signals, before quantizing the remaining signals and noise and forwarding these to BS m. We
denote the corresponding, processed signals at BSs before quantization as ∀ m ∈ M′ : Ȳm,
and their covariances as

∀ m′ ∈ M′ : Φ̄yy
m′ = He

m′P
(

F̄ [m′]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I, (D.10)

which contain the remaining interference from all messages F̄ [m′] not decoded by the BSs
themselves, nor provided by other BSs via DIS or CIF, as well as residual interference Φcc

m′ after
partial CIF-based interference cancellation, which will be explained later, channel estimation
related noise Φhh

m′ and background noise σ2I. We will later also refer to the joint signal

1The word ’purposely’ means that decoding is not only performed for the sake of interference cancellation.
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covariances of all BSs in set M′ after local decoding and interference cancellation as ȲM′ .
Note that the latter term is difficult to state in a compact way, as it has to be distinguished
for each BS which signal has been decoded or otherwise canceled or not. On the other hand,
the DAS-receiving BS m has not performed any signal processing yet, so that if any inter-BS
signal correlation is to be exploited, this has to be based on the original, unprocessed signals
of BS m, which we denote as Ym. We denote the signals after quantization at any BS m′ ∈ M′

as Ỹm′→m, and the quantized signals connected to the complete set M′ of BSs as ỸM′→m. The
notation → m is required here, as it is off course possible that BSs forward received signals to
multiple recepients, possibly applying different quantization strategies. To our knowledge, the
best known scheme for multiple BSs to forward quantized receive signals to another BS (or
a central network entity) w.r.t. the rate/backhaul trade-off for UEs decoded by the receiving
side is distributed Wyner-Ziv [Gas04]. Under such a distributed source coding concept, still
assuming that all BSs in set M′ ⊆ M forward signals to BS m, the following information
theoretical relations must hold [SSSK05,dCS08]:

∀M′′ ⊆ M′ : I
(

ȲM′′ ; ỸM′′→m

∣
∣
∣Ym, ỸM′\M′′→m

)

≤
∑

m′∈M′′

b̂das
m,m′ , (D.11)

which means that for each subset M′′ ⊆ M′ of BSs quantizing and forwarding signals, the
mutual information between the signals ȲM′′ and the quantized versions ỸM′′→m forwarded to
BS m, given the signals Ym received by BS m itself as well as the quantized signals ỸM′\M′′→m

provided by all other BSs M′ \M′′ to BS m must be less or equal to the aggregate backhaul
capacity from the BSs in M′′ to BS m. Assuming that the quantized version of a receive
signal is simply the received signal plus independent Gaussian quantization noise ỸM′′→m =
ȲM′′ + ZM′′→m, where the quantization noise has block-diagonal covariance matrix [dCS08],

Et

{

zM′′→m (zM′′→m)H
}

= Φqq
M′′→m = diag

(

Φqq
m′′

1→m
,Φqq

m′′
2→m

, · · · ,Φqq
m′′

|M|
→m

)

(D.12)

(as the quantization process at each BS is independent), we can now rewrite the mutual
information term in (D.11) as

I
(

ȲM′′ ; ỸM′′→m

∣
∣
∣Ym, ỸM′\M′′→m

)

(D.13)

= h
(

ỸM′′→m

∣
∣
∣Ym, ỸM′\M′′→m

)

− h
(

ỸM′′→m

∣
∣
∣ ȲM′′ , Ym, ỸM′\M′′→m

)

(D.14)

= h
(

ỸM′′→m

∣
∣
∣Ym, ỸM′\M′′→m

)

− h
(
Φqq

M′′→m

)
(D.15)

= log2

(

2πe
∣
∣
∣Φ̄

yy*
M′′|m,M′\M′′ + Φqq

M′′→m

∣
∣
∣

)

− log2

(
2πe

∣
∣Φqq

M′′→m

∣
∣
)
, (D.16)

such that we can finally rewrite (D.11) as

∀M′′ ⊆ M′ : log2

∣
∣
∣I +

(
Φqq

M′′→m

)−1
Φ̄yy*

M′′|m,M′\M′′

∣
∣
∣ ≤

∑

m′∈M′′

b̂das
m,m′ , (D.17)

where Φ̄yy*
M′′|m,M′\M′′ is the joint covariance of the signals at all BSs in set M′′ before quan-

tization, conditioned on the received signals at BS m and the quantized signals provided by



152 Proofs connected to Capacity Regions

the BSs in set M′ \M′′. Unfortunately, it is tedious to state general conditional covariance
expressions for the model considered in our work. The main problem is that each BS in set
M′′ can have a different mix of interference in its signal which is to be quantized, depend-
ing on the signal processing steps that have been undertaken before. The same also holds
for the receiving BS m and the BSs in set M′ \ M′′. Hence, we will have the case that for
each signal connected to a certain message, some BSs will have correlated observations, while
other BSs will not, as they have already decoded or otherwise canceled the corresponding
signals. In our work, we will hence constrain ourselves to scenarios where all BSs that jointly
perform distributed Wyner-Ziv compression as well as the receiving BS have a common set
of messages that have not been decoded or otherwise canceled yet at any of the involved
BSs. The distributed source coding can then exploit the correlated observations connected to
this set of messages, while all other sequences are (suboptimally) considered as uncorrelated
interference. Note that this corresponds to the simplified model also used in [dCS08]. In Sec-
tion 3.3.2, we observe the case where DAS-forwarding BSs do not decode or cancel any signals
before performing DAS-quantization (hence, they are used as pure remote radio heads, and
the common set of messages corresponds to all messages F̂all transmitted by the terminals), or
(when observing iterative BS cooperation schemes) where only one DAS-forwarding and one
DAS-receiving BS exist. In both cases, the beforementioned problem does not occur, and the
calculated conditional covariances are hence optimal. If we denote the common set of (not yet
decoded or otherwise canceled) messages between DAS-forwarding and DAS-receiving BSs as
F̄ [M′,m], the conditional covariance from (D.17) can now be derived as ∀ M′′ ⊆ M′ [dCS08]

Φ̄yy*
M′′|m,M′\M′′ = He

M′′

[

I + P
(

F̄ [M′,m]
)
(

· · ·

· · · (He
m)H







He
mP

(

F̂all \ F̄ [M′,m]
)

(He
m)H + Φhh

m + σ2I
︸ ︷︷ ︸

Interference and noise seen by BS m







−1

He
m + · · ·

+
∑

m′∈M′\M′′

(He
m′)

H







He
m′P

(

F̄ [m′] \ F̄ [M′,m]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I
︸ ︷︷ ︸

Noise and interference seen by BS m′

+Φqq
m′→m







−1

He
m′ · · ·

· · ·
)]−1

P
(

F̄ [M′,m]
)

(He
M′′)

H + Φii
M′′ + Φcc

M′′ + Φhh
M′′ + σ2I, (D.18)

where He
M′′ is the effective channel matrix connected to all BSs in set M′′, Φhh

m is the noise
covariance due to imperfect CSI at BS m, as derived in (2.9) in Section 2.2.2, Φcc

m is the residual
interference after CIF-based interference cancellation at BS m and Φii

M′′ is the interference
from messages in set F̂all \ F̄ [M′,m] as seen by the BSs in M′′. As for ȲM′, Φii

M′′ is difficult
to state in compact form (and hence also omitted here), as for each BS in M′′ it has to be
considered which interfering message has already been decoded or otherwise canceled. The
algorithmic computation of this term, however, poses no problem. Note that the interference
seen by the DAS-receiving BS m in (D.18) consists of the contributions of all messages not
in set F̄ [M′,m], under the assumption that BS m evaluates received DAS information first (i.e.
reconstructs quantized receive signals Ỹ ) before performing any other signal processing steps
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(e.g. DIS/CIF-based interference cancellation or decoding).

Note that we have now merely stated constraints on the quantization noise covariances
∀ m′ ∈ M′ : Φqq

m′ for a given backhaul infrastructure, but it remains unclear how optimal
quantization noise covariances can be computed. This problem has been dealt with in detail
by [dCS08], where it has also been shown that these covariances can be chosen such as to
trade-off the achievable rates of certain messages against those of other messages (i.e. by
optimizing a weighted sum-rate of these rates). In our work, we have computed quantization
noise covariances based on concrete algorithms proposed by [dCS08], and would like to refer
the interested reader to the solid and comprehensive work of the stated authors.

CIF-related backhaul constraint
After a DAS-receiving BS has evaluated signals provided by other BSs, it can then (possi-
bly) perform CIF-based partial interference cancelation. The CIF-related backhaul constraint
in (2.35) is based on the following derivation. Let us assume in a simplified setup that BS 1 has
decoded a message F , reconstructed the sequence transmitted from the UE as X =

√
ρF e(F ),

and has created a quantized version X̃ = q(X) of this sequence that is to be forwarded to
BS 2 for approximate interference subtraction2. We assume in this case that the quantized
sequence corresponds to a scaled version of the sequence plus quantization noise, such that
the power before and after quantization remains the same, as e.g. modeled in [CT06], hence
X̃ =

√

(ρF − ξF )/ρF · X + Z, where the quantization noise has a power of Et{zzH} = ξF .
We know from Slepian-Wolf source coding [SW73], that it is sufficient to forward data at a
rate h(X̃|Y2) per channel access to BS 2, such that the latter BS can perfectly reconstruct
X̃, based on side information in its own received signals Y2. If we now state

h(X̃|Y2) = h(X̃, Y2) − h(Y2) (D.19)

= h(Y2|X̃) + H(X̃) − h(Y2) (D.20)

= H(X̃) + log2

(

2πe
∣
∣
∣Φ

yy

2|X̃

∣
∣
∣

)

− log2 (2πe |Φyy
2 |) (D.21)

= log2

(
ρF

ξF

)

︸ ︷︷ ︸

Quantizer rate

−log2

∣
∣
∣
∣

(

Φyy

2|X̃

)−1
Φyy

2

∣
∣
∣
∣
, (D.22)

where Φyy
2 = Et{y2y

H
2 } is the receive signal covariance at BS 2, and Φyy

2|X̃
= Et{y2y

H
2 |X̃} is the same

receive signal covariance, but given that the quantized sequence X̃ is already known. As we
can see, the required backhaul corresponds to the rate of the employed quantization, minus
the rate with which BS 2 could decode X̃ solely based on its received signals Y2. If BS 1 (or
multiple BSs) should now forward quantized versions of multiple sequences F = {F1..FN} to
BS 2, the sum backhaul capacity required on the involved links for each subset F ′ ⊆ F must
be at least

h(q(e(F ′))|Y2) =
∑

F∈F ′

h(q(e(F ))|Y2) =
∑

F∈F ′

log2

(
ρF

ξF

)

− log2

∣
∣
∣
∣

(

Φyy
2|q(e(F ′))

)−1
Φyy

2

∣
∣
∣
∣
, (D.23)

where e(F ′) = {X : ∀ F ∈ F ′ : X = e(F )} is the set of sequences corresponding to the set of mes-
sages F ′, q(X ) = {X̃ : ∀ X ∈ X : X̃ = q(X)} is the set of all quantized sequences corresponding to

2We know from [WZ76] that for Gaussian signaling the approach of quantization succeeded by Slepian-Wolf
source coding is equivalent to performing Wyner-Ziv source coding on a sequence X directly.
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the set of sequences X , and Φyy
2|q(e(F ′)) is the receive signal covariance at BS 2, given that the

quantized versions of all sequences corresponding to the messages in set F ′ are known at BS 2.
For our specific model of joint DIS/CIF/DAS concepts, we can first of all derive the residual
interference a CIF-receiving BS is still subject to after partial interference cancellation as

∀ m ∈ M : Φcc
m = He

mΨm

(

~Fm

)

(He
m′)

H , (D.24)

where Ψ(F) ∈ R
+[K×K]
0 is a power matrix containing the residual quantization noise power

connected to the CIF-forwarded messages in set F on the diagonal elements, i.e.

∀ k ∈ K : [Ψm(F)]k,k =
∑

F∈{F̂k∩F}
ξF;m. (D.25)

We have to consider that a CIF-receiving BS evaluates quantized sequences after it has
received quantized signals according to the DAS concept from other BSs. Hence, the received
DAS-signals can be seen as side-information that can be exploited for reconstructing quantized
sequences. We further have to consider, however, that at this point in time, no messages have
been decoded by the CIF-receiving BS yet, hence they still have to be counted as interference.
The overall CIF-related backhaul constraint for our model can then be stated as ∀ m ∈ M:

∀ F ⊆
;

F
[m]

, M′ =
{

m′ ∈ M : FL,l;L′

j ∈ F ∧ m′ = l
}

︸ ︷︷ ︸

Set of BSs that CIF-forward messages in F to BS m

:

∑

F∈F

log2

(
ρF

ξF;m

)

− log2

∣
∣
∣
∣
∣
I + Ψ̄m (F)

(
M∑

m′=1

(He
m′)

H
(

Φii, cif
m′→m

)−1
He

m′

)∣
∣
∣
∣
∣

︸ ︷︷ ︸

Portion of quantized sequences q(e(F)) decodeable by BS m by itself

≤
∑

m′∈M′

b̂cif
m,m′ ,

(D.26)

where Ψ̄m(F) ∈ R
+[K×K]
0 is a power matrix containing the scaled-down power of the CIF-

forwarded messages in set F after quantization on the diagonal elements, i.e.

∀ k ∈ K :
[
Ψ̄m(F)

]

k,k
=

∑

F∈{F̂k∩F}
ρF − ξF;m, (D.27)

and we have the interference terms

Φii, cif
m→m = He

mP

(

F̂all \
;

F
[m]
)

(He
m)H + Φcc

m + Φhh
m + σ2I and (D.28)

Φii, cif
m′→m = He

m′P

(

F̄ [m′] \
;

F
[m]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I + Φqq
m′→m, (D.29)

where the signals received by BS m itself are subject to interference from all messages except
the CIF-received ones (as BS m has not performed any decoding steps yet), whereas the signals
provided by any other BS m′ 6= m to BS m via DAS-concepts are subject to interference from
the messages not decoded by BS m′ itself or otherwise provided to BS m′, again except the
CIF-received ones.
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DIS-related backhaul constraints After performing CIF-based partial interference can-
cellation, a BS may receive information from other BSs for complete interference cancellation.
The DIS-related backhaul constraint in (2.39) is based on the following argumentation: Let
us consider a simplified setup where e.g. BS 1 decodes a message F and forwards this to a
BS 2 that has made the signal observation Y2. Similarly as before for CIF, we know that it
is sufficient if BS 1 forwards information at rate H(F |Y2) to the other side in order for BS 2
to be able to fully reconstruct message F given the side information in the received signals
Y2 [SW73]. We can hence state

H(F |Y2) = h(F, Y2) − h(Y2) (D.30)

= h(Y2|F ) + H(F ) − h(Y2) (D.31)

= log2

(

2πe
∣
∣
∣Φ

yy
2|F

∣
∣
∣

)

+ νF − log2 (2πe |Φyy
2 |) (D.32)

= νF − log2

∣
∣
∣
∣

(

Φyy
2|F

)−1
Φyy

2

∣
∣
∣
∣
,

︸ ︷︷ ︸

Portion of message F decodeable by BS m by itself

(D.33)

where we denote as Φyy
2|F = Et{y2y

H
2 |F} the conditional receive signal covariance at BS 2,

given that message F is already known. We can see that (D.33) corresponds to the rate of
message F minus the rate message F could obtain if it was decoded by BS 2 itself, hence
without cooperation. Note that this expression cannot be negative, if we assume that the rate
of message F is fixed such that it can be successfully decoded by BS 1. However, the backhaul
requirement can be zero if e.g. BS 2 has a better link to the UE transmitting F than BS 1,
in which of course the considered DIS concept is pointless. Similarly as in the CIF-case, we
have to consider that if multiple messages F = {F1..FN} are forwarded to BS 2 according to
the DIS-concept, the aggregate backhaul capacity on the involved backhaul links connected
to any subset of messages F ′ ⊆ F must be greater or equal to

∑

F∈F ′

νF − log2

∣
∣
∣
∣

(

Φyy
2|F ′

)−1
Φyy

2

∣
∣
∣
∣
,

︸ ︷︷ ︸

Portion of messages in F decodeable by BS m by itself

(D.34)

Φyy
2|F ′ denotes the receive signal covariance at BS2 conditioned on all messages in set F ′. If we

now extend this to our model, we have to consider that the receiving BS can make use of the
fact that it has already obtained quantized received signals from other BSs (DAS concept)
and performed partial interference cancellation (CIF concept). We can extend (D.34) to our
general model as

∀ F ⊆ ~F [m] : M′ =
{

m′ ∈ M
∣
∣
∣ FL,l→L′

j ∈ F ∧ m′ = l
}
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Set of BSs that forward messages in F to BS m
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)−1
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∣
∣
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Portion of messages in F already decodable by BS m by itself

≤
∑

m′∈M′

b̂dis
m,m′ , (D.35)
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and we have the interference terms

Φii, dis
m→m = He

mP

(

F̂all \ { ~F [m] ∪
;

F
[m]

}
)

(He
m)H + Φcc

m + Φhh
m + σ2I (D.36)

Φii, dis
m′→m = He

m′P
(

F̄ [m′] \ ~F [m]
)

(He
m′)

H + Φcc
m′ + Φhh

m′ + σ2I + Φqq
m′→m, (D.37)

where the signals considered as side-information at BS m contain interference connected to all
messages except those already canceled through CIF concepts, and except the DIS messages
considered now, whereas the signals provided by other BSs only contain interference from
messages not remotely decoded or received from other BSs, again except the DIS messages
considered now.

Actual decoding of messages
We finally consider constraints on the rates of the messages decoded by BSs after (partial)
interference cancellation through DIS and CIF concepts. We can state these as ∀ m ∈ M:

∀ F ⊆ F [m] :
∑

F∈F
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with the interference term

Φii
m′→m = σ2I

︸︷︷︸
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+ Φhh
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Quant. noise
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.

(D.39)
We here have to consider that signals provided by other BSs only contain interference

that has not been decoded at the remote side, and where the corresponding messages are not
already known by BS m itself.

Network-related backhaul constraint
We finally have to consider that messages decoded at BSs (and not by a central network
entity) have to be forwarded to the network, in order to have a fair comparison between both
kinds of BS cooperation and decoding strategies. For this, we state additional constraints on
the message rates as

∀ F ⊆ F̂all*, M′ =
{

m′ ∈ M : ∃ FL
j , FL,l→L′

j , FL,l;L′

j ∈ F : m′ ∈ L
}

︸ ︷︷ ︸

Set of all BSs that decode messages in F

:

∑

F∈F

νF≤
∑

m∈M′

b̂net
M+1,m, (D.40)

where we recall that

F̂all* =
{

FL
j , FL,l→L′

j , FL,l;L′

j ∈ F̂all : M + 1 /∈ L
}

(D.41)

is the set of all messages that are not decoded by a central network entity. Equation (D.40)
states that for each subset of messages involved in the transmission (and not decoded by a
central network entity), the sum-rate of the messages must be less or equal to the aggregate
capacity of the backhaul links from the BSs decoding these messages to the network.
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D.3 Downlink Capacity Region Calculation

In this section, we introduce an algorithm for calculating inner bounds of the capacity regions
connected to downlink transmissions under imperfect CSIT and CSIR and an arbitrary extent
of BS cooperation. Let us initially recall the corresponding inner rate bound from (2.71) as

K∑

k=1

αkrk ≤ min
Φ̂nn

max
P̂

max
C: B̌(C)�B̌max

∑

k∈K

αk · log2

∣
∣
∣
∣
∣
I +

Φss(k)

Φii(k) + Φqq(k) + ΦCSI(k) + Φ̂nn

∣
∣
∣
∣
∣

s.t. tr{P̂} ≤ tr{Pmax}
︸ ︷︷ ︸

Dual uplink power constraint

, tr{Φ̂nnP̌
max} ≤ σ2tr{P̌max}

︸ ︷︷ ︸

DL per-antenna power constraint

or Φ̂nn = σ2I,
︸ ︷︷ ︸

DL sum power constraint

(D.42)

where Φss(k) = p̂k

√
Ψkh

e
k (he

k)
H √

Ψk and the various other covariance terms are given
in (2.71). It is now possible to approximate the inner bound on the capacity region through
a polyhedron, where each side denotes a lower bound on a weighted sum-rate for a partic-
ular choice of weights α1..αK . Clearly, the lower the number of weight tuples used for this
computation is, the more the corners of the polyhedron will in fact overestimate possible rate
tuples, hence it cannot be assured that we are still observing a lower bound. In order to avoid
having to use too many tuples of weights for an accurate capacity region computation, we
hence choose a different computation approach. The central idea is that we perform a brute
force search over the parameter space P̂ and C at reasonable granularity and compute for
each choice of these parameters the least favorable noise w.r.t. the sum rate defined through
the weights α1..αK that describe the tangent touching the capacity region inner bound in this
point. By using this procedure, we can assure that if the granularity of the brute force search is
low, we tend to underestimate capacities, but never overestimate these. The algorithm hence
consists of the steps

1. Loop through different choices of P̂, C at reasonable granularity.

2. For each choice, initially set the uplink noise covariance to Φ̂nn := σ2 · I.
3. Loop until desired extent of convergence:

(a) Calculate the weights α1..αK defining the tangent to the rate region for the current
choice of P̂, C and Φ̂nn.

(b) Update the uplink noise covariance Φ̂nn through a gradient technique.

The two main steps (3a) and (3b) are explained in the sequel. Without loss of generality,
let us constrain ourselves to the case of K = 2 for brevity, and only consider no or infinite BS
cooperation, UMC or QSC, hence where quantization noise (where applicable) is correlated
over the antennas of one BS.

Calculate the weights α1..αK for a given P̂, C and Φ̂nn. We calculate the derivative of
the UE rates towards p̂1, knowing that p̂2 = tr{P̌max} − p̂1, as

∀ k ∈ {1, 2} :
δrk

δp̂1
= tr

{(

p̂1Ω
sd
k + Ωsf

k

)−1
Ωsd

k

}

︸ ︷︷ ︸

Desired signal, interference and noise

− tr

{(

p̂1Ω
id
k + Ωif

k

)−1
Ωid

k

}

︸ ︷︷ ︸

Only interference and noise

, (D.43)
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dimensions of Φ̂nn

surface on which Φ̂nn must lie

(a) Illustration of the polyhedron within which Φ̂nn

is constrained due to DL per-ant. power constraints.
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(b) Illustration of rate tuples and tangents ob-
tained for different P̂ after convergence.

with the following covariance terms ∀ k ∈ {1, 2} :

Ωsd
k = ∇Φii

1→k + ∇Φqq
1→k + ∇ΦCSI

1→k −
(
∇Φii

2→k + ∇Φqq
2→k + ∇ΦCSI

2→k

)
(D.44)

Ωsf
k = tr{P̌max} ·

(
∇Φii

2→k + ∇Φqq
2→k + ∇ΦCSI

2→k

)
+ Φ̂nn (D.45)

Ωid
1 = ∇Φqq

1→1 + ∇ΦCSI
1→1 −

(
∇Φii

2→1 + ∇Φqq
2→1 + ∇ΦCSI

2→1

)
(D.46)

Ωid
2 = ∇Φii

1→2 + ∇Φqq
1→2 + ∇ΦCSI

1→2 −
(
∇Φqq

2→2 + ∇ΦCSI
2→2

)
(D.47)

Ωif
1 = tr{P̌max} ·

(
∇Φii

2→1 + ∇Φqq
2→1 + ∇ΦCSI

2→1

)
+ Φ̂nn (D.48)

Ωif
2 = tr{P̌max} ·

(
∇Φqq

2→2 + ∇ΦCSI
2→2

)
+ Φ̂nn. (D.49)

Here, matrices ∇Φii
j→k, ∇Φqq

j→k and ∇ΦCSI
j→k are signal, interference or noise covariance

contributions per unit power w.r.t. p̂1, given as

∇Φii
k→j =

∑

k′∈{J ∗
1 (j)∩k}

√

Ψjh
e
k′ (he

k′)
H
√

Ψj (D.50)

∇Φqq
k→j = ∆

(√

I − Ψjh
e
k (he

k)
H
√

I − Ψj

)

(D.51)

∇ΦCSI
k→j =

∑

k′∈{J ∗
2 (j)∩k}

∆

(

ēe,BS
k′

(

ēe,BS
k′

)H
)

+ ∆

(

ēe,UE
k

(

ēe,UE
k

)H
)

. (D.52)

From the rate derivatives in (D.43), we can now state the weights that define the tangent
to the rate region for a given P̂, C and Φ̂nn as

α1 =
− δr2

δp̂1

δr1
δp̂1

− δr2
δp̂1

and α2 =

δr1
δp̂1

δr1
δp̂1

− δr2
δp̂1

. (D.53)

The weights for different choices of P̂ for an example channel with M = K = 2, Nbs = 1
and infinite BS cooperation are illustrated in Figure D.1(b). Here, the different lines corre-
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spond to the pure linear precoding case (hollow markers) and DPC (filled markers) with the
two possible DPC encoding orders.

Update the uplink noise covariance Φ̂nn through a gradient technique. For this step,
we can exploit the fact that regardless of the choice of P̂, C and weights α1..αK , the weighted
sum rate in (D.42) is convex in Φ̂nn, hence a global minimum exists which can be approached
through a gradient search. For this, we calculate the derivative of the weighted sum-rate
towards Φ̂nn from (D.42) as

∇Φ̂nn =
δ
(
∑

k∈{1,2} αkrk

)

δΦ̂nn

=
∑

k∈{1,2}

αk

(

Φss(k) + Φii(k) + Φqq(k) + ΦCSI(k) + Φ̂nn

)−1

− αk

(

Φii(k) + Φqq(k) + ΦCSI(k) + Φ̂nn

)−1
. (D.54)

Due to the connection of Φ̂nn to Lagrangian multipliers (see Appendix C), only the non-
zero diagonal components ∆(∇Φ̂nn) are relevant for us. We must further consider the con-
straints Φ̂nn � 0 and tr{Φ̂nnP̌

max} ≤ σ2tr{P̌max} from (D.42), which geometrically mean
that Φ̂nn must lie inside a polyhedron defined through the positive quadrant of the coordinate
system, additionally bounded by the plane defined through point σ2tr{P̌max}/NBS ·

(
P̌max

)−1
1

and normal vector diag(P̌max) (see Figure D.1(a)). As the gradient search is supposed to yield
the least favorable noise covariance, tr{Φ̂nnP̌

max} ≤ σ2tr{P̌max} must in fact be fulfilled with
equality, and Φ̂nn hence lie on the hatched surface of the polyhedron. Hence, we are interested
in the portion of ∇Φ̂nn which is orthogonal to the normal vector diag(P̌max), which we can
calculate as

∇⊥Φ̂nn = QQH · ∆(∇Φ̂nn)

with [eQ]R = qr
(
diag

(
P̌max

)
v2 − v1 v3 − v1 · · · vNBS

− v1

)

and V = σ2tr{P̌max}
(
P̌max

)−1
, (D.55)

where qr(·) stands for a QR-decomposition of the operand and Q ∈ C
[NBS×NBS−1] is a matrix

containing NBS − 1 vectors orthogonal to each other and to normal vector diag(P̌max). Terms
e ∈ C

[NBS×1] and R ∈ C
[NBS×NBS] are parts of the decomposition result which are not needed

for further computation. Q could equivalently be obtained through a complex Householder
transform of ∆(∇Φ̂nn) [CY97]. Finally, we update the uplink noise covariance through Φ̂nn :=
Φ̂nn + t · ∇⊥Φ̂nn, where t is determined by solving

t = arg min
t′∈R

∑

k∈{1,2}

αk · log2

∣
∣
∣
∣
∣
I +

Φss(k)

Φii(k) + Φqq(k) + ΦCSI(k) + Φ̂nn + t′ · ∇⊥Φ̂nn

∣
∣
∣
∣
∣

s.t. Φ̂nn � 0, (D.56)

which is e.g. possible through bisection [WES06]. For all scenarios considered in our work
(i.e. with up to 3 cooperating BSs serving up to 3 UEs), the algorithm has shown stable
and fast convergence, though convergence could not yet be analytically proved. In the case of
per-base-station power constraints, the same algorithm can be used, but it must be considered
that M tuples of Nbs elements in Φ̂nn must be constrained to the same value, as mentioned
in Appendix C.



160 Proofs connected to Capacity Regions

D.4 Downlink Capacity Region with Common Messages

In this section, we derive an inner bound on the capacity region achievable in the non-
cooperative downlink employing common message concepts.

As we have observed common message concepts in the downlink to be moderately bene-
ficial in the regime of no or very limited backhaul [MF08c], we also consider these schemes
in this work, but observe a sub-optimal approach, where we assume all messages connected
to a specific UE k (but possibly decoded by other UEs as well) to be precoded with the
same precoding vector wk. Further, we assume that common messages are only employed in
the context of pure linear precoding, as they are to a certain extent a contradiction to DPC
techniques, where interference is supposed to be pre-cancelled instead of being decoded. More
precisely, we derive the optimal uplink power allocation P̂ for any point on the capacity region
defined through Theorem 2.67. The optimal uplink receive filters ∀ k ∈ K : ŵk, as introduced
in Appendix C, can then be computed as the strongest generalized Eigenvectors to the signal
and interference covariance of each UE individually. Based on the fact that the optimal uplink
filters ŵk and downlink precoders ∀ k ∈ K : wk must be the same except for a scaling factor
d [SB04], we calculate the optimal downlink precoding matrix W as [BS02b,SB04,YL07]

W = Ŵ
√

diag (d) with d = A−1σ21[K×1], (D.57)

where A ∈ C
[K×K] is given as

∀ k ∈ K : ak,k =
1

ˆSINRk

∣
∣
∣(he

k)
H Ψmk

ŵk

∣
∣
∣

2
−

NBS∑

a=1

∣
∣ēUE

a,k ŵa,k

∣
∣
2

and (D.58)

∀ j, k ∈ K, j 6= k : ak,j = −
∣
∣
∣(he

k)
H Ψmj

wj

∣
∣
∣

2
−

NBS∑

a=1

(∣
∣ēBS

a,kŵa,j

∣
∣
2
+
∣
∣ēUE

a,k ŵa,j

∣
∣
2
)

.(D.59)

We then allow the downlink transmit power of each UE to be split into multiple messages,
where F̌m

K′:k denotes a message transmitted from BS m to UE k with precoding vector wk,
but decoded by all UEs in set K′ ⊆ K. If we denote the set of all messages decoded by UE k
as F̌ [k], the capacity region achievable can be stated as in the following theorem:

Theorem D.4.1 (DL capacity region without BS coop., under imp. CSI and lin. precoding,
employing common message concepts). The capacity region of a downlink transmission from
M non-cooperative BSs with Nbs antennas each to K non-cooperative UEs with 1 antenna
each, with imperfect CSIT and CSIR and per-antenna or sum power constraints, employing
linear precoding and common message concepts, can be inner-bounded through the capacity
region given through

Řhk
0 =

⋃

R∈Ř0,P̌: ∀ k∈K:
∑

F=F̌m
K:k′

∈F̌all: k′=k ρF =1

Řhk
0

(
W (R) ,m (R) , P̌

)
, (D.60)

where Řhk
0 (W,m, P̌) denotes an inner bound on the achievable rate region for a given pre-

coding matrix W, UE to BS assignment m and power allocation P̌, where all rate tuples
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r ∈ Řhk
0 (W,m, P̌) fulfill ∀ k ∈ K : rk ≤∑F=F̌ m

K:k′
∈F̌all: k′=k νF and ∀ k ∈ K, ∀ F ⊆ F̌ [k] :

∑

F∈F

νF ≤ log2
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CSIUE =
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ρ̌F
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∣
∣ēUE

a,kwa,j

∣
∣
2

(D.61)

Proof. The proof is a straightforward extension of Theorem 2.3.3.
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Appendix E

Motivation of Simulation
Parameters

In this appendix, we motivate the choice of Np in both uplink and downlink, and that of
Nb for the downlink in our models introduced in Chapter 2. Recall that in these models we
assume that transmission takes place over a single, frequency-flat and block-static channel,
where Np denotes the the number of pilots used per codeword for a simple Kramer-Rao lower
bound, while Nb denotes the number of feedback bits invested into each channel coefficient.

In a practical system, as e.g. LTE Release 8, coding is performed over channel accesses
that are connected to different OFDM symbols and different sub-carriers. Hence, each channel
access will see a slightly different channel realization, depending on the dispersiveness of
the channel in time and frequency. In this section, we observe a more detailed and realistic
transmission model than in Chapter 2 in order to take into account these aspects, and also
consider the option of using channel estimation and CSI feedback schemes that can exploit
the correlation of the channel realizations in time and frequency. The aim is to finally compute
realistic values for Np and Nb for practical scenarios which we can then plug into our simplified
transmission models in Chapter 2.

Let us now observe an OFDMA system as it is used in the downlink of LTE Release
8 [McC07], with a symbol rate of fs = 14 kHz and a sub-carrier spacing of ∆F = 15 kHz.
For simplicity, let us assume that OFDMA is used in both uplink and downlink1, and that
both channel estimation and CSI feedback are performed individually for so-called physical
resource blocks (PRBs) that span Ns = 14 OFDM symbols times Nc = 12 sub-carriers, hence
168 channel accesses. Clearly, performance could be improved if the schemes would exploit
a larger observation window in time and frequency, but then complexity could become an
issue. Again for both link directions, we assume that a concrete pilot scheme from LTE Rel.
8 [Mot07] is employed, where for each point-to-point link to be estimated a total of Npos = 8
pilots is multiplexed into one PRB, as illustrated in Figure E.2.

Choice of Parameter Np

The channel estimation and CSI feedback model used in this section is illustrated in Fig-
ure E.1. Note that in some case our notation deviates from that used in the main part of this

1This deviates from LTE Rel. 8, where single-carrier (SC)-FDMA is used in the uplink [McC07].
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ĥ
[t]
a,k ⊗ CSI feedb.

(delay Nd)
⊕ ⊗ ⊗

CSIT Rank
reconstr.

Quant.
noise

Rank red. MMSE filter
predictor

h̄
[t+Nd]
a,k

Figure E.1: Channel estimation and CSI feedback process.

thesis. Vector ha,k ∈ C
[NsNc×1], for instance, now stacks all channel realizations connected

to the link between BS antenna a and UE k for all 168 channel accesses within an observed
PRB of time index t. Matrix S ∈ {0, 1}[NsNc×Npos] indicates the pilot positions as illustrated
in Figure E.2, implying that the channel estimator only makes observations on the Npos sup-
porting points within the PRB, as well as unit transmit power per pilot. Channel estimation
is assumed to be subject to uncorrelated Gaussian noise n ∼ NC(0, σ2

pilotsI[Npos]). Assuming a
wide-sense stationary uncorrelated scattering (WSSUS) channel fading model [DBC93], the
correlation of the channel realizations can be stated as [HKR97a,HKR+97b]

Φhh
a,k (Nd) = E

{

h
[t]
a,k

(

h
[t+Nd]
a,k

)H
}

= E
{

|ha,k|2
}

· ΠT (Nd) ⊗ ΠF, (E.1)

where ⊗ denotes the Kronecker product,

ΠT (Nd) =
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(
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)
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)

· · · J0

(

2π fDNdNs
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(E.2)
and

ΠF =








1 si (2πτmax∆F ) · · · si (2πτmax∆F (Ns − 1))
si (2πτmax∆F ) 1 · · · si (2πτmax∆F (Ns − 2))

...
...

. . .
...

si (2πτmax∆F (Ns − 1)) si (2πτmax∆F (Ns − 2)) · · · 1








.

(E.3)
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Figure E.2: Pilot structure in each PRB from the LTE downlink assumed in this appendix.

Here, J0(·) is the zero-th order Bessel function of the first kind, si(x) denotes sin(x)/x,
and fD is the maximum Doppler frequency, given as fD = fc · v/c [DBC93], where fc is the
carrier frequency, v the UE speed, and c the speed of light. τmax is the maximum delay spread
of the channel. Nd is a parameter that will be explained later in the context of CSI feedback
and is simply set to zero for now. We assume that a channel estimate is computed for all
Ns · Nc channel accesses by multiplying the received pilots with a linear MMSE filter matrix
given as [HKR97a,HKR+97b]

Ga,k = Φhh
a,k (0)SH

(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

. (E.4)

The mean-square error (MSE) of the obtained channel estimates h̃a,k = G(Sha,k + n) at
the receiver side is [HKR97a,HKR+97b,CJCU07,JCCU08]

MSECSIR
a,k = diag

(

E

{(

h
[t]
a,k − h̃

[t]
a,k

)(

h
[t]
a,k − h̃

[t]
a,k

)H
})

= E
{

|ha,k|2
}

· 1[NcNs×1] − diag

(

Φhh
a,k (0)SH

(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

SΦhh
a,k (0)

)

. (E.5)

Based on (2.5), we can now translate the average MSE to a parameter Np as

Np ≈ σ2
pilots ·

NsNc · E{|ha,k|2} −
(
MSECSIR

a,k

)T
1

E{|ha,k|2} ·
(
MSECSIR

a,k

)T
1

. (E.6)

Note that MSECSIR
a,k is connected to a particular choice of channel gain E{|ha,k|2} and noise

variance σ2
pilots, while Np states a universal quantity that is only connected to the assumption

that pilots are transmitted with the same power as data. Hence, parameter Np is a very
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convenient term in the context of our work, as it can be used for arbitrary link gains and
noise levels, as they occur in CoMP setups. For a particular choice of parameters, namely a
SISO SNR of 10 dB, a terminal speed of v = 3 km/h, an urban channel with a fairly large
maximum delay spread τmax = 1µs, and a carrier frequency of fc = 2.6 GHz, we obtain
Np ≈ 2.63. Considering that (E.4) and (E.5) were based on some idealistic assumptions (e.g.
filters based on perfect knowledge of the channel correlation statistics), we have decided to
use the more pessimistic value of Np = 2 in our work. Note that the uplink performance for
the chosen parameters is mainly limited through the frequency selectivity of the channel, and
not so much through the terminal speed. In fact, the simulated uplink curves throughout this
thesis would still be valid for UE speeds up to v ≈ 25 km/h.

Choice of Parameter Nb

Let us now consider the case where CSI has to be fed back to the transmitter side (see the
lower part of the signal processing chain in Figure E.1). As this feedback process creates a
certain extent of delay, which we assume to be Nd = 3 TTIs, either the receiver or transmitter
side will need to perform channel prediction. We assume that there is a channel estimator
at the receiver side which inherently performs this prediction, hence the transmitter side
can immediately apply the received feedback for the computation of precoding matrices.
For simplicity, we further assume that the same downlink pilots are used both for channel
estimation for data decoding (MMSE filter matrix G), as well as for CSI feedback (filter
matrix GP), even though in a practical CoMP setup one would typically distinguish between
cell-specific and stream-specific (i.e. precoded) pilots. The channel prediction filter is given
similarly to (E.4) as

GP
a,k = Φhh

a,k (Nd)S
H
(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

, (E.7)

and the MSE of the predicted CSI after the filter is then given as

MSECSIR,pred.
a,k = diag

(

E

{(

h
[t]
a,k − h̄

[t]
a,k

)(

h
[t]
a,k − h̄

[t]
a,k

)H
})

= E
{

|ha,k|2
}

· 1[NcNs×1] − diag

(

Φhh
a,k (Nd)S

H
(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

SΦhh
a,k (Nd)

)

,

(E.8)

which is equivalent to (E.5), except that delay Nd is now taken into account. As in [CJCU07,
JCCU08], we assume that a decorrelation filter VH is applied to the vector of channel esti-
mates h̄a,k, such that we obtain a vector of only few uncorrelated quantities. Filter matrix
V ∈ C

[NsNc×Nrank] is simply obtained through an Eigenvalue decomposition of the signal
covariance at the output of the MMSE filter, i.e.

Φh̄h̄
a,k = Φhh

a,k (Nd)S
H
(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

SΦhh
a,k (Nd) = UΣUH , (E.9)

after which V is chosen such that it contains the Nrank column vectors from U that correspond
to the strongest Eigenvalues on the diagonal of Σ. The rank-reduced channel estimates are now
quantized with a total number of b bits per PRB, leading to an introduction of quantization
noise nq ∼ NC(0,Φqq), and fed back to the transmitter side through an error-free link, where
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a multiplication with V yields a vector of channel estimates again. We here assume that the
number of strongest Eigenvalues used is fixed to Nrank = 2 (a value which has been determined
empirically), and consider the same practical quantization approach as in Section 2.2.5, where
an equal number of bits is invested into each of the Nrank decorrelated channel estimates, and
one bit per real dimension is lost w.r.t. the rate-distortion bound [LBG80]. The quantization
noise inherent in the feedback can then be stated as

Φqq = 2
−max

(

0, b
Nrank

−2
)

VHΦh̄h̄
a,kV. (E.10)

Finally, the MSE of the predicted channel at the transmitter side is given as [CJCU07]

MSECSIT
a,k = diag

(

E

{(

h
[t]
a,k − ĥ

[t]
a,k

)(

h
[t]
a,k − ĥ

[t]
a,k

)H
})

=

E
{

|ha,k|2
}

· 1[NcNs×1] + diag
(
VΦqqVH

)
− · · ·

− diag

(

VVHΦhh
a,k (Nd)S

H
(

SΦhh
a,k (0)SH + σ2

pilotsI
)−1

SΦhh
a,k (Nd)VVH

)

. (E.11)

The simplified parameter Nb in our downlink transmission model in Section 2.3.2 can now
be calculated from (2.56) as

Nb = log2




NsNc · E

{

|ha,k|2
}

−
(
MSECSIR

a,k

)T
1

(
MSECSIT

a,k

)T
1 −

(
MSECSIR

a,k

)T
1



 . (E.12)

For the previously chosen terminal speed of v = 3 km/h, a maximum delay spread of
τmax = 1µs, a CSI feedback delay of Nd = 3 TTIs and b = 25 CSI feedback bits per PRB,
we obtain Nb = 5.266. This time, we have chosen a slightly more optimistic value for our
simulations, namely Nb = 6, considering that a practical system could benefit from successive
CSI feedback. The choice of Nd = 3 TTIs is based on considerations in [Ass09], though it
must be mentioned that some authors argue that Nd = 4 could be more realistic [KPK+07].
The choice of b = 25 feedback bits corresponds to less than 10% of the uplink capacity, as-
suming that at least QPSK with a code rate of 2/3 is employed in the uplink. We assume
that such a sacrifice of uplink rates is reasonable, considering that some applications require
significantly larger downlink rates than uplink rates. Determining the optimal extent of CSI
feedback for a weighted sum rate optimization of both uplink and downlink rates was investi-
gated in [MRF10]. The calculations in this appendix show that downlink CoMP performance
degrades very quickly for increasing Nd and UE velocities, such that a practical system will
be able to deliver CoMP only to e.g. static users with a moderately changing environment.

In this chapter, we have shown that the simulation parameters Np = 2 and Nb = 6 used
throughout large parts of this thesis are realistic for OFDMA-based uplink and downlink
transmission under practical channel conditions, and where a reasonable extent of pilots and
CSI feedback bits are employed.
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Appendix F

Proofs connected to Specific BS
Cooperation Schemes

F.1 Proofs Connected to Iterative DIS (I-DIS)

We first prove Lemma 3.3.1, stating that in a symmetrical two-cell scenario (i.e. λ1,1 = λ2,2,
λ1,2 = λ2,1, ϕAb = ϕBa, p̂max

1 = p̂max
2 ), the sum rate maximizing I-DIS strategy, regardless of

the required backhaul, is to split the transmit power of the UEs into an infinite number of
messages iteratively exchanged over the backhaul.

Proof. Let us first consider a symmetrical single-antenna setup (Nbs = 1), and let us denote
the gain of the main links from the UEs to the BSs as γ = λ1,1 = λ2,2, and the gain of
the interference links as λ = λ1,2 = λ2,1. Similarly, the equal power constraint is written as
p̂max = p̂max

1 = p̂max
2 . We here assume that a background noise of variance σ2 contains thermal

noise as well as interference from outside the system plus the impact of imperfect channel
estimation (being symmetrical again for both BSs). In a non-iterative DIS case, one of the
UEs would be completely decoded by its BS, and the decoded data forwarded to the other BS
for a complete cancellation of interference. The sum rate would be the same as if we assumed
that both UEs send a superposition of two messages F

1[1]
1 , F

1[2]
1 and F

2[1]
2 , F

2[2]
2 at half power

p̂max/2 each, such that both messages of one UE are decoded successively or jointly, and both
forwarded to the other BS, where then both messages of the other UE are decoded. This is
illustrated on the left side of Figure F.1. This is then compared to an iterative scheme where
only message F

1[1]
1 of UE 1 decoded and forwarded to the other BS, after which message F

2[1]
2

of UE 2 is decoded, and forwarded along the backhaul in opposite direction. Then the second
message F

1[2]
1 of UE 1 is decoded and forwarded to BS 2, for an interference-free decoding of

the second message F
2[2]
2 of UE 2, as illustrated on the right side of Figure F.1. Both schemes

only differ in the rate of messages F
1[2]
1 and F

2[1]
2 (indicated through hatched messages in

the figure), hence we only need to consider these rates for comparing the schemes. In the
non-iterative case, the sum rate of these two messages would be:

rsum, DIS = log2

(

γ p̂max

2 + λp̂max + σ2

λp̂max + σ2

)

+ log2

(

γp̂max + σ2

γ p̂max

2 + σ2

)

, (F.1)
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Figure F.1: Illustration of adding one iteration to a DIS cooperation and decoding process.

whereas in the second case, we obtain

rsum, I-DIS = log2

(

γ p̂max

2 + λ p̂max

2 + σ2

λ p̂max

2 + σ2

)

+ log2

(

γp̂max + λ p̂max

2 + σ2

γ p̂max

2 + λ p̂max

2 + σ2

)

, (F.2)

As the logarithm is a strictly monotonic increasing function, rsum, I-DIS > rsum, DIS holds
if and only if

(

γ p̂max

2 + λ p̂max

2 + σ2

λ p̂max

2 + σ2

)(

γp̂max + λ p̂max

2 + σ2

γ p̂max

2 + λ p̂max

2 + σ2

)

− · · ·

· · ·
(

γ p̂max

2 + λp̂max + σ2

λp̂max + σ2

)(

γp̂max + σ2

γ p̂max

2 + σ2

)

> 0, (F.3)

which can be simplified to

rsum, I-DIS > rsum, DIS ⇐⇒ γλ (γ − λ) (p̂max)3

4
(
γ Pmax

2 + σ2
) (

λ p̂max

2 + σ2
)

(λp̂max + σ2)
> 0 ∧ γ, λ > 0. (F.4)

As the condition in (F.4) holds for all γ > λ > 0, this means that splitting the UE
transmissions into more messages and increasing the number of I-DIS iterations always leads
to a strict increase in sum rate, if all links are of non-zero path gain and the interference
links are weaker than the serving links. This is not really a constraint, as we would of course
change the BS-UE assignment in the case of dominant interference links (i.e. if λ > γ), and
for the case of γ = λ (i.e. when both UEs are at the cell edge), we know from Section 3.3.2
that there is no gain in using DIS or I-DIS, anyway.

The proof can now be completed through recursion. Any of the split messages before
can again be split into two messages with power p̂max/4, and Equations (F.1)-(F.4) can be
applied again (taking into account that the noise floor of variance σ2 must then also contain
the interference from the messages yet to be decoded), yet again yielding a sum rate increase.
This power splitting can then be performed until we have an infinite number of messages
of infinitesimally small power, hence an infinite number of information exchanges over the
backhaul.
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If we now observe a system with an arbitrary number Nbs of antennas per BS, the same
proof can be applied, but γ and λ have to be set to the effective path gains after the application
of an (information-theoretically) optimal interference rejection combining (IRC) filter before
each decoding step. This makes notation tedious, but it can again be shown that the sum
rate is maximized for NI → ∞.

We can now continue to prove Lemma 3.3.2, stating an upper bound on the sum rate of
an I-DIS scheme in a symmetrical interference scenario and Nbs = 1. The proof follows the
lines of [Gri09], but is slightly generalized to the case of main BS-UE links of gain γ.

Proof. The sum rate of both UEs can be stated as

rsum ≤ lim
NI→∞

2 ·
NI∑

i=1

log2

(

1 +
γp̂max

NI

(
NI − i

NI
(γ + λ) p̂max + σ2

)−1
)

(F.5)

≈ lim
NI→∞

2

ln 2
·

NI∑

i=1

(

γp̂max

NI

(
NI − i

NI
(γ + λ) p̂max + σ2

)−1
)

(F.6)

= lim
NI→∞

2

ln 2
·

NI∑

i=1

(

1

NI

(
NI − i

NI

(

1 +
λ

γ

)

+
σ2

γp̂max

)−1
)

(F.7)

=
2

ln 2

1∫

ζ=0

1

1 + λ
γ + σ2

γp̂max − ζ
(

1 + λ
γ

)dζ (F.8)

= 2 ·




log2

(

1 + λ
γ + σ2

γp̂max − ζ
(

1 + λ
γ

))

−
(

1 + λ
γ

)





1

0

(F.9)

=
2

1 + λ
γ

log2

(

1 +
(λ + γ) p̂max

σ2

)

, (F.10)

where the approximation in (F.6) is due to a Taylor series expansion yielding ln(1 + x) ≈ x
for small x, which can be applied in our case, as we let the transmit power of each single
message go to zero.

Note that this proof is only valid for a symmetrical scenario, as here both UEs profit equally
from the lower extent of interference provided through a larger number of I-DIS iterations1.
Also, the lemma only refers to maximizing the sum rate. Using an infinite number of exchanges
messages is not necessarily optimal in terms of the achievable sum rate/backhaul trade-off.
In [GMF09], it has been shown that using large NI is especially detrimental if practical codes
with a gap to capacity are used, as then each I-DIS iteration inserts an additional rate loss.

F.2 Benefit of Iterative DAS (I-DAS)

We now prove Theorem 3.3.3, stating that in a scenario with M = K = 2, and assuming
Gaussian, ergodic signals and large block lengths, the sum rate/backhaul trade-off cannot (or

1In asymmetrical scenarios, it is e.g. beneficial to let the UE profiting most from interference cancellation
assign significantly more power to the message F̂

1[NI]
1 decoded last than to the other messages, such that it

can be decoded completely free of the interference from the other UE.
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only marginally) be improved by I-DAS schemes with more than two information exchanges.

Proof. As stated before, I-DAS concepts in general imply that each BS aims at decoding its
own UE. This means that we are operating in a scenario where d1 < 0.5 and d2 < 0.5 (or
d1 > 0.5 and d2 > 0.5, in which case the BS-UE assignment is simply swapped). In any other
case, it would be more efficient to let one BS decode both UEs, as we have seen before in
Section 3.3.2. We know that in such a weak interference channel (according to the definition
in [Kra04]), we would always pose stronger constraints on one UE’s rates if this UE would
also (in part) be decoded by the BS in the neighboring cell (unless this BS is also provided
information on the UE by the other BS, e.g. through DIS or CIF). Hence, we assume in the
sequel that each BS only decodes parts of its own UE’s transmissions.

Now the question is: What is the increment in information that a BS has obtained after
each signal processing step in each single iteration? Clearly, it has decoded an additional
portion of its own UE’s transmission, and is thus able to distinguish more clearly between
desired signal and interference/noise. In an iterative DAS setup, each BS would hence always
forward an update on its (remaining) received signals to the other BS, freed from the signals
connected to all previously decoded messages. This would mean that in each iteration, a BS
would quantize the difference in received signals (equaling the received signals connected to
the newest decoded messages). Clearly, this is highly inefficient, especially if the only new
information inherent in the quantized signals is an improved removal of interference, and
it is obviously better to exchange the decoded interference bits, as then the receiving BS
can perform the subtraction itself (and even subtract the interference from its own received
signals). Hence, it would be better to exchange reasonably well quantized receive signals at the
beginning of the cooperation, and then iteratively update the other side on the own decoded
signals (according to the I-DIS concept). The gain of such iterative and joint I-DIS/I-DAS
concepts, however, is limited due to the same reasons that limit I-DIS, as we have seen in
Lemmas 3.3.1 and 3.3.2.

Note that some authors have stated a benefit of multiple exchanges of information between
cooperating receivers, but usually in a different context or narrowed down to very particular
channels. The authors in [WT09], for example, observe the interference channel with coopera-
tion at the receiver side, but constrain themselves to exemplary channels of strong interference
and the regime of asymptotically high SNR, which is of little interest for practical systems.
Other authors consider slightly different scenarios, where for example multiple BSs aim at
decoding the same common information [DS06], or all BSs aim at decoding all transmissions
of all UEs [SGP+09].

F.3 UL DAS with Source Coding Approaching Cut-set Bound

In this section, we state and prove the following theorem:

Theorem F.3.1. Any concrete centralized DAS scheme employing Wyner-Ziv source coding
approaches the cut-set bound for SNR → ∞, if the cut-set bound is defined as the minimum of
the performance of same DAS scheme under zero backhaul plus the extent of backhaul itself,
and the MAC performance.

Proof. Assuming a setup of an arbitrary number M of BSs with an arbitrary number Nbs of
BS antennas, and an arbitrary number K of terminals, where all BSs in set M′ = M \ m



F.3. UL DAS with Source Coding Approaching Cut-set Bound 173

forward quantized receive signals to BS m employing distributed Wyner-Ziv source coding,
we can state the sum-rate achievable for a sum-backhaul β as [dCS08]

rsum = log2
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∣
∣
∣
∣
∣
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with P = P(F̂all) for brevity, and where Φyy
M′|m is the joint covariance of the signals received

at all BSs in set M′, given that the signals received by BS m are known. We can now re-
write (F.11) to

rsum = log2
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(F.12)

under the same backhaul constraint as in (F.11). We can see that the first term corresponds
to the non-cooperative sum-rate R0, where BS m decodes all terminals on its own. We can
further write

rsum = R0+

log2

∣
∣
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(F.13)

by using the property that |I + AB| = |I + BA|, and stacking the BSs’ channels, channel
estimation noise covariances and quantization noise covariances into compound matrices

He
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m′

1

)T
,
(
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2
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, · · · ,
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(F.14)

Φhh
M′ = diag
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1
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and (F.15)

Φqq
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, (F.16)

for M′ = {m′
1, m

′
2, · · · , m′

|M′|}. Equation (F.12) can now be simplified to
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using the derivation of the conditional covariance from (D.18) in Appendix D.2. Merging this
with the backhaul constraint in (F.11), we can finally write

rsum = R0 + β + log2
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From (F.18), we can see that for each value of β, the sum-rate corresponds to that of
non-cooperative decoding plus the backhaul invested, minus the amount of backhaul that is
waisted into the quantization of noise. For SINR → ∞, thermal noise and hence also channel
estimation related noise go to zero, and in this case the scheme would perform according to
the cut-set bound (i.e. such that each additional bit of backhaul yields an additional bit of
sum-rate, until MAC performance is reached). This suggests that DAS based on distributed
Wyner-Ziv compression is in effect an optimal BS cooperation scheme (in the way that it
avoids any redundant exchange of information connected to the UE’s transmission over the
backhaul), but it cannot avoid to invest parts of the backhaul into quantizing (useless) noise.
This is in fact the only reason why for many channel conditions, DAS with source coding is
inferior to other BS cooperation schemes such as DIS or CIF.

F.4 Best Cooperation Direction for Uplink DAS

In this section, we prove Theorem 3.3.4, stating that for any (finite) extent of backhaul in
a scenario of M = 2 BSs and an arbitrary number K of terminals, the sum rate is larger
if the weaker BS DAS-forwards received signals to the stronger BS, hence to the BS that
can achieve a better UE sum rate even without BS cooperation, than vice versa2. More
precisely, we assume that it is better to let BS A forward signals to BS B if and only if
|he

B|2 /σ2
B > |he

A|2 /σ2
A.

Proof. Initially, let us consider a simplified setup with M = 2 BSs with only Nbs = 1 receive
antenna each, and only K = 1 UE. In this case, we denote the two involved (effective) channel
coefficients as he

A and he
B, and denote the sum of channel estimation related noise and thermal

noise at the BSs as σ2
A and σ2

B, respectively. We assume the UE transmits one message at
unit power, such that no power terms are required in the following derivations. Let us first
consider the case where the inter-BS correlation is not exploited, hence where quantization is
performed on the unconditional receive signal variance at the DAS-forwarding BS. Here, we
can state the sum rate as
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sum = log2
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where ζ = (2β − 1)−1 in the case where BS A forwards to BS B, or
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sum = log2
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 (F.20)

2Note that in cases of very low backhaul and low interference, it can be beneficial to let both BSs simulta-
neously forward signals to the other BS for separate decoding, as we observe in Section 3.3.2.
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in the opposite case. Clearly, under an infinite sum backhaul β → ∞ (i.e. ζ = 0), Equa-
tions (F.19) and (F.20) yield the same result, as we then simply obtain MAC-performance.
Also, it is clear that without BS cooperation (β = 0 or ζ → ∞), it is best for BS B to decode
both UEs if and only if |he

B|2 /σ2
B > |he

A|2 /σ2
A, hence if and only if it has the better link to

the UE. For any finite β > 0, we can derive from (F.19) and (F.20) that the cooperation
direction A → B is superior if and only if

rA→B
sum − rB→A

sum > 0 (F.21)
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⇔ |he
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> 0, (F.24)

as |he
A|2 , |he

B|2 , σ2
A, σ2

B > 0. Hence, it is best to let the BS with the weaker non-cooperative
performance DAS-forward to the other one. We now want to observe the case where Wyner-
Ziv source coding is applied, hence where we can restate (F.19) and (F.20) as
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and
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with ζ as defined before, given that the variance of the signals received at BS A, conditioned
on those received by BS B, or vice versa, is derived from (D.18) in Appendix D.2 as
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The observations for the case with no or infinite BS cooperation obviously remain the
same as in (F.19) and (F.20), and for cases of finite backhaul, we can state that it is better
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to let BS A forward received signals to BS B if and only if
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The last line in (F.28) is not as easy to interpret as in the case without source coding
in (F.21). The emphasized term is clearly positive under the same condition as before, namely
that |he

B|2 /σ2
B > |he

A|2 /σ2
A. The remaining term, however, shows that under source coding

it is even more important (hence the performance gap even larger) for the weaker BS to
forward to the stronger. If we assume that BS B has the dominant link to the terminal, then
(|he

B|2)2/(σ2
B)2 will be large, and at the same time, σ2

B/(|he
B|2 + σ2

B) will be (comparatively)
small. Hence, it is in this case better to forward quantized signals from BS A to BS B as on
one hand, the non-cooperative performance at BS B is already better, and on the other hand,
the signal variance at BS A conditioned on the signals at BS B is lower, leading to a lower
quantization noise for a given β.

Without explicit derivation, we conclude that the aspects shown above also hold for an
arbitrary number of UEs (as this can simply be expressed through a modification of terms
|he

A|2, |he
B|2, σ2

A, σ2
B, and the same proof applies as above) and for an arbitrary number of BS

antennas Nbs. It becomes difficult, however, to state the proof directly for arbitrary Nbs, as
there is then no closed-form expression for the quantization covariance Φqq [dCS08].

F.5 Superiority of DIS over CIF

In this section, we state and prove the following theorem:

Theorem F.5.1. DIS in conjunction with superposition coding is always superior or equal to
CIF, for any channel realization and any extent of backhaul. This is the case if both compared
schemes make use of source coding concepts, or if both schemes don’t.

Proof. Let us first consider the case where source coding is not applied, hence where side-
information at the BS benefiting from cooperation is not exploited. We observe a simplified
scenario with M = K = 2 and Nbs = 1, where we denote the corresponding effective channel
coefficients between the four entities as heA

a , heA
b , heB

a , heB
b , and the overall channel estimation

and thermal noise related noise variances at the two BSs as σ2
A and σ2

B, respectively. We
assume that UE a transmits a superposition of messages F̂A

a and F̂A→B
a , where the latter is

forwarded to BS B directly (in the case of DIS), or in form of a quantized version q(X̂A→B
a ) of

the corresponding transmit sequence (in the case of CIF). BS B can then decode the message
F̂B

b transmitted by UE b under a reduced level of interference. Note that in both cases, the
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rate that UE a can achieve is the same, as the two messages F̂A
a and F̂A→B

a are simply decoded
conventionally by BS A and do not profit from the cooperation. Hence, it is sufficient in this
proof to observe the rate that UE b can achieve. In the case of CIF, we can derive this as
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s.t. log2
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≤ β, (F.31)

where ξ2 is the quantization noise that remains as interference to BS B. We can then solve
the backhaul constraint in (F.30) for ξ2 to obtain
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From (F.32), it becomes clear that there is no gain of superposition coding for CIF schemes,
i.e. it is best to invest the complete transmit power pa of UE a into message F̂A→B

a , yielding
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In the case of DIS, we have
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We can then derive the power ρF̂ A
a

of the message which is not made available to BS B

from the backhaul constraint in (F.34) as
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leading with (F.34) to
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(F.36)
If we now compare (F.36) to (F.33), we can see that the rate achievable with DIS is always

larger than for CIF, due to fact that the effective interference power is less. In conjunction with
Slepian-Wolf source coding, the gap between DIS and CIF becomes even larger. In this case,
the required backhaul is reduced by the extent to which BS B can already decode message
F̂A→B

a (in the case of DIS), or the quantization q(X̂A→B
a ) of the corresponding transmit

sequence without cooperation. We can see from (F.33) and (F.36), that the power ratio of
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message F̂A→B
a over F̂A

a is larger than the power ratio of the quantized sequence over its
quantization noise (i.e. pa(1− 2−β) over pa · 2−β), hence the gain of source coding will be less
in the case of CIF.

Without explicit derivation, we conjecture that the superiority of DIS in conjunction with
superposition coding over CIF also holds for an arbitrary number Nbs of BS antennas, which
is also reflected in our simulation results.

The results (e.g. in Figure 3.8) also show, however, that the performance gap between DIS
and CIF can be rather small, and hence CIF schemes are interesting from a practical point
of view, as these do not require modifications at the UE side. Further, they allow to easily
adjust the rate/backhaul trade-off through changing the quantization function, which is not
possible when using DIS schemes.
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